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Abstract

Currently, image retrieval by content is a research problem of great interest in academia and the industry, due to the large collections of images available in different contexts. One of the main challenges to develop effective image retrieval systems is the automatic identification of semantic image contents. This research proposal aims to design a model for image retrieval able to take advantage of different data sources, i.e. using multimodal information, to improve the response of an image retrieval system. In particular two data modalities associated to contents and context of images are considered in this proposal: visual features and unstructured text annotations. The proposed framework is based on kernel methods that provide two main important advantages over the traditional multimodal approaches: first, the structure of each modality is preserved in a high dimensional feature space, and second, they provide natural ways to fuse feature spaces in a unique information space. This document presents the research agenda to build a Multimodal Information Space for searching images by content.

1. INTRODUCTION

Content-Based Image Retrieval (CBIR) is an active research discipline focused on computational strategies to search for relevant images based on visual content analysis. In this proposal, multimodal analysis is considered to develop CBIR systems, specially for image collections in which there is some text associated to images. Multimodality in Information Retrieval is sometimes referred to the interaction mechanisms and devices used to query the system. However, since the Multimedia Information Retrieval perspective, multimodality is referred to those methods that take advantage of different data modalities to provide access to a digital library or a multimedia collection [11, 5]. Different data modalities in multimedia are used to better understand document contents, including textual annotations, audio, images and video. In this proposal, multimodal will refer to the ability to represent, process and analyze two data modalities simultaneously: unstructured texts and images.

In our daily life many multimodal collections composed of unstructured text with associated images may be found, for instance, the web, which is largely composed of pages with text paragraphs and several images. Other examples of document collections with this structure are scholarly articles, book collections, news archives and medical records. The majority of these document collections are accessed nowadays using information retrieval systems devised to index text contents, so that users can search expressing their information need using textual keywords. However, the vast amount of non-text data available in many document collections may lead to the design of other effective ways for accessing and finding information.

Let's take a look to some examples of the previously mentioned multimodal document collections. Imagine you are traveling for the first time to some place and you find an interesting building that caught your attention, but you do not have any information about it. Then, you capture a photograph using your camera phone and send it to a web search service that returns a list of related web pages with historical information, technical data and tour guides [22]. This service would be useful not only for touristic places but also for products, devices and movie posters among others. Let's move to a clinical environment in which you are a physician evaluating a
patient with a medical image and, according to your experience, this image has a non-usual appearance. Then, you decide to query the medical information system in order to get a set of similar images evaluated by other physicians [13]. In addition to the similar cases, you obtain as result some recent medical papers also related to the image contents.

Both examples present situations in which the user is not able to express an accurate query using keywords. Instead, the use of the image at hand may prevent a trial-and-error loop using different keyword combinations and may offer a more precise way to access the right information. Moreover, a multimodal document collection may also be accessed using a multimodal query, i.e. a query composed of images and text descriptions. In this case, the query may lead to find highly relevant documents, since text descriptions give semantic and contextual hints about image contents and the image may help to disambiguate the right meaning of the text description [6].

The study of multimodal information retrieval systems is proposed in this document. In particular, the design of computational strategies to take advantage of multimodal interactions between image contents and unstructured text descriptions is proposed to improve the response of an image retrieval system. In addition, the evaluation of different query paradigms is proposed, including query by example, a keyword based and multimodal queries to search for images. A unified framework is proposed in this document to manage data representation, search algorithms and query resolution. The study and evaluation of kernel methods to generate Multimodal Information Spaces is proposed.

This proposal aims to approach practical and theoretical aspects of a multimodal information representation for image retrieval systems. The proposal is based on kernel methods, which provide foundations to include structure in data representation and also to combine different heterogeneous data sources. Kernel methods for pattern analysis have been studied to design machine learning algorithms, and have been widely used for non-vectorial data, such as strings, trees and graphs among others [17]. Adapting such a framework for information retrieval, and specially for multimodal information retrieval may lead to more effective systems, and also may contribute to the understanding of the relationships between information retrieval and machine learning.

2. PREVIOUS WORKS

The research field on content-based multimedia retrieval has largely grown in the past few years. Datta et al. [5] performed a simple exercise to validate this hypothesis finding a roughly exponential growth in interest in image retrieval during the last 10 years. Video and audio retrieval have attracted great interest too, leading to a more general case of information access into multimedia collections [11]. A pool of events in multimedia information retrieval have been organized to establish common test collections, evaluation protocols and baselines in a competitive environment to academically share research experiences. The following are the set of more prominent events: TRECVID [18] for content-based video retrieval, INEX [8] for structured multimedia collections, ACM-MM GrandChallenge [16] for large multimedia collections and CLEF [3] for image, video, audio and cross language collections. Importantly, most of the defined collections in these events are composed of multimodal data, and recent studies suggest the potential advantage of using multimodal synergies in image databases [5, 11].

The core strategy in Multimodal Information Retrieval is the combination or fusion of different data modalities to expand and complement information. Previously, it is important to process each independent modality. In the case of text documents, well known strategies such as the Vector Space Model are very effective and have been largely extended to solve different problems [12]. The CBIR community does not have a general agreement in the kind of image representation or retrieval model that may be applied. However, recent experimental evaluations are giving a more clear panorama of the representation problem [2], suggesting some promising directions. In fact, some of them are becoming popular in the current research such as the bag of features and statistical signatures.
Once each modality is processed to extract the most informative data, the combination procedure is applied. Two ways to combine multimodal information can be identified: late fusion and early fusion. Late fusion refers to those methods that preserve each data modality separately and, when a user request is received, two search algorithms are executed, one on each modality, to integrate the results just before deliver them to the user. On the other hand, early fusion is referred to those methods that integrate both data modalities before a user request is received, i.e. data have been previously fused and the search algorithm runs on the new fused representation. Both fusion strategies have been subject of recent research and they have provided important insights for the operation of Multimodal Information Retrieval systems.

Late fusion, i.e. combining different rankings, is also referred to as rank aggregation or data fusion [14]. In information retrieval, data fusion merges the retrieval results of multiple systems and aims at achieving a performance better than all systems involved in the process. There are several algorithms to combine rankings that are well known in the information retrieval community, such as linear combination of rankings, summing all similarity scores for each document and voting algorithms inspired in social sciences among others. These algorithms have been evaluated in text information retrieval showing an improved operation [21]. Other simple algorithms based on sets operations to merge ranking lists have been evaluated for image retrieval, using a text search engine and a content-based image retrieval system [19]. In addition, Lau et al. [9] showed that linear combinations of text and visual rankings may lead to better results than each individual system.

Early fusion aims to build an integrated representation of multimodal data to take advantage of implicit relationships. The most simple approach is to normalize and concatenate feature vector representations of each modality. Ayache et al. [1] evaluated this approach to index a video collection with multimodal information. For image retrieval this approach has also been evaluated and extended using Latent Semantic Indexing [15]. An image is considered a document with text data in a vector space model and and visual patterns represented by a bag of features. Both representations are projected together to a latent space in which the search for similar images is performed. Canonical Correlation Analysis (CCA) has also been proposed to find relationships between visual patterns and text descriptions. For instance, Vinokourov et al. [20] applied Kernel CCA to a web image collection to identify links between visual and text representations in order to solve cross modal queries. More recently, the problem of early fusion has been reformulated as a subspace learning problem that offers both dimensionality reduction and feature fusion [7]. The general problem of feature fusion is of great interest in multimedia processing for applications in classification and retrieval tasks.

3. RESEARCH PROBLEM

The main three strategies for Multimodal Information Retrieval are: semantic image retrieval, late multimodal data fusion and early multimodal data fusion. We argue that translation and auto-annotation models for semantic image retrieval lose information of image structure summarizing it into keywords. Then, visual appearance, scene composition and other visual hints are simply discarded. On the other hand, the late fusion approach uses simple strategies to combine the results such as linear combinations or voting algorithms, and the interactions between texts and images may be more complex than that.

The proposed research focuses on strategies for early multimodal data fusion to model interactions between different data modalities. A Multimodal IR system under that approach has three main associated issues as follows:

1. **Content representation of each modality.** The content representation involves the analysis and extraction of information from each modality separately. The processing of image contents and text documents is the main task in this step. It allows the filtering of non-useful data and capture the most discriminative content as is usually done in information retrieval systems.

2. **Information fusion.** The information fusion step, a particular aspect of Multimodal Information Retrieval systems, leads to the design of methods to find and represent the relationships
between both modalities. How to discover the most meaningful associations between images and text and how to complete missing data or non-clear relationships, are the main problems in this step. In this research, the design of early fusion methods is proposed, so at the end of this step, a new document representation is obtained containing both, visual and textual information.

3. **Multimodal retrieval algorithms.** Multimodal retrieval algorithms on the fused representation are designed to identify the most relevant results for the user. The main research questions in this step are related to the query representation and how to solve unimodal and multimodal queries.

4. **PROPOSED RESEARCH**

The main goal of the proposed research is to design and evaluate a Multimodal Information Space for content-based image retrieval. The construction of such a space is based on kernel methods, that provide a strong theoretical frame to work with different complex and structured data representations. Kernel methods have had a great impact in machine learning and pattern recognition, since they provide effective algorithms and strong theoretical properties. Shawe-Taylor & Cristianini [17] present four principles of a kernel method solution that will be followed in this proposal to approach the problem of Multimodal Information Retrieval systems:

1. Data items are embedded into a vector space called the feature space.
2. Linear relations are sought among the images of the data items in the feature space.
3. The algorithms are implemented in such a way that the coordinates of the embedded points are not needed, only their pairwise inner products.
4. The pairwise inner products can be computed efficiently directly from the original data items using a kernel function.

The following subsections present the outline of the main theoretical properties that are considered to tackle the problems of how to represent image and text document contents, how to address the fusion and combination problem using kernels and how to solve queries in a Multimodal Information Space.

4.1. **Content Representation**

The content representation will follow the first and fourth principles of a kernel method solution. Using the first principle we have a vector space for each data modality in the Multimodal Information Retrieval system. The key point is that the vector space is implicitly defined by the kernel function for the data that is being analyzed. A kernel function gives a similarity notion between the input data. So that, following the fourth principle, we can devise efficient methods to embed the input data into that vector space without explicitly define it. Kernel functions have attracted a lot of attention in different pattern recognition tasks, such as structure prediction in bioinformatics, text categorization and image classification. And since a kernel function provides a mechanism to introduce a similarity measure of two objects in the learning system, many of the proposed algorithms to calculate the kernel value take into account the object structure. In that way, the feature space in which the data is actually represented, is usually a high dimensional vector space that contains information about the structure and the content of the original object.

In the particular case of image and text processing, different kernel functions have been proposed. For instance, the computer vision community has developed some kernel functions to represent images using local appearance and global structure, e.g. the Spatial Pyramid Match Kernel [10]. Other kernel functions for images include histogram kernels, segmentation graph kernels and spectral based kernels among others. On the other hand, for textual documents and strings some kernel functions have also been defined to capture syntactical structure and semantic relationships [17]. Those kernel functions on both, visual and textual data, have shown effectiveness and robustness in challenging classification tasks, obtaining state-of-the-art performance. This suggest that, those kernel functions may have also a good performance in an
information retrieval task. Importantly, those functions generate a vector space to represent data of each modality.

4.2. Information Fusion

Information fusion will follow the first and second principles of a kernel method solution. According to the previous subsection, using a kernel function for text and another one for images, we have two vector spaces in which each modality is represented independently. Under a kernel framework, there are different strategies and algorithms to operate in two vector spaces simultaneously depending on the pattern of interest. So for example, if we would like to combine two vector spaces, we can generate a new vector space containing the information and structure of both modalities just by adding the corresponding kernel functions. Imagine a new vector space with structural information of images and semantic meanings of texts. This space may have million of dimensions to represent such contents, the good news is that we do not need to explicitly calculate a matching function between those vectors, instead, operate with kernel functions.

A set of operations with two kernels have been identified such that the resulting function is a valid kernel too [17]. Some of those operations include, addition, multiplication and composition among others. Depending on the operation used to combine two kernel functions, the vector space associated to the new kernel may be of a higher dimensionality. In addition, each dimension in this new vector space may be weighted in different ways. According to the fourth principle of a kernel method solution, the feature space is devised to provide linear relations among data items in the feature space. This also suggest the use of other pattern analysis algorithms to identify more meaningful relationships between images and texts in the feature space.

4.3. Information Retrieval

The Multimodal Information Retrieval algorithms will follow the third principle of a kernel method solution: algorithms only need the inner product information between vectors in the feature space, instead of the explicit vectors. In that way, we can imagine again a vector space with image and text information. If we want to calculate the matching or the similarity between a stored document and a query in the feature space, we can use the kernel functions to do so. Suppose the desired measure to be applied is cosine similarity in the Multimodal Information Space. Since a kernel function is the dot product of two elements in the feature space, we can easily calculate the cosine similarity using the following expression: \( \cos(x, y) = \frac{k(x, y)}{\sqrt{k(x, x)k(y, y)}} \). It would directly simulate the ranking obtained in a traditional information system if our feature space is the vector space associated with term frequencies and the kernel function is the identity.

Other more sophisticated algorithms may be applied in the Multimodal Information Space, since the mathematical framework of kernel methods has found direct relationships between the Vector Space Model and a feature space. For instance, Latent Semantic Analysis may be applied in the Multimodal Information Space using Latent Semantic Kernels [4], then, we can select a subspace to project the multimodal data in which each dimension stands for a latent semantic topic in the collection. The availability of these tools show that many of the operations that are currently applicable to a Vector Space Model in Information Retrieval can be extended to a feature space, that has been called the Multimodal Information Space through this proposal.

4.4. Evaluation

There are a lot of document collections that include both, images and texts, in which users require to find information either illustrated in images or described in texts. This project has as goal to index the information of images and texts simultaneously to find relevant information independently of its original format. Although the kind of collections on which such a system may be applied is very diverse, this project aims to evaluate the proposed system in a collection of medical information, including images, medical records and scholarly papers. In particular, the collections provided in the ImageCLEFmed competition are planned to be used as well as the datasets collected in the Bioingenium Research Group, product of its operation.
A prototype system will be implemented to operate with the proposed methods, particularly to search for relevant documents given multimodal or unimodal queries. The response of the system will be assessed using standard IR measures to compare results with reported baselines and state-of-the-art methods. The response of the proposed Multimodal Information Retrieval will be also compared with the response of a standard text search engine and a standard image retrieval system to evaluate their relative performance. It is expected that the Multimodal Information Space provide more accurate results.

4.5. Performance Considerations

The proposed research is mainly based on kernel methods that may work on very high dimensional spaces. Kernel based algorithms do not need to operate explicitly in the high dimensional space, and that leads to the implementation of fast similarity measures between structured data. For example, the Pyramid Match Kernel [10], used to approximate the matching between two sets of image features, provides high accuracy and low computational effort compared to the optimal correspondences between the sets’ features.

However some learning algorithms need to process a kernel matrix that grows quadratically with the size of the sample. For instance, a Singular Value Decomposition (SVD) of the kernel matrix is useful for doing principal component analysis or latent semantic analysis [17]. But the SVD algorithm is \(O(n^3)\) and it would demand huge computational resources or may take a long time to process for large data collections. The complexity of the proposed algorithms will be studied to evaluate the impact on the system performance. The majority of the algorithms that require to process a kernel matrix are training algorithms that can be executed offline. Moreover, training algorithms are not needed to be applied on the complete document collection. That is, a representative sample may be taken from the collection to analyze patterns, structure and relationships, and later the obtained models may be generalized to the whole collection. When possible, parallel or distributed implementations will be considered for algorithms with high complexity.

5. SUMMARY

This paper has presented a research agenda to study and evaluate Multimodal Information Spaces for Content-Based Image Retrieval. The main research question is how can we retrieve visual information from a large multimodal document collection, taking into account that both visual and textual contents may provide useful information to improve the retrieval performance. The use of kernel functions to construct Multimodal Information Spaces is proposed, and a framework based on kernel method solutions will be followed.

Under the proposed framework, different image and text features may be fused in a high-dimensional space, in which a search algorithm may be designed. Each data modality in an image collection will be processed independently and will be integrated using the proposed framework. The image collection to be used is taken from the medical domain in which the multimodal structure may be found in health records and scholarly articles. The evaluation and analysis of standard information retrieval measures is also proposed to assess the contribution of the proposed research.
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