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Abstract

The existing search engine interaction paradigm of typing in keywords and getting an enormous list of links is not suited for a lot of information seeking tasks. We see synthesis or summarization of information to satisfy users' information needs as an important step on the way to next generation information access systems. The idea is to explore the alternative geometrical models of meaning [14] based on the theory of Quantum Mechanics and Hilbert Spaces as a unifying framework for integrating semantic metadata into retrieval and summarization.
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1. MOTIVATION

A well-known paradigm of querying documents in a classical information retrieval system is by inputting keywords and matching them against the terms by which the documents are indexed. In reply, the user receives a list of links to be consulted. This is rather similar to searching, borrowing and looking for relevant information in books in the library [10]. Paradoxically, "information" retrieval has established itself as a pure document retrieval.

The so-called information overload causes the traditional library paradigm of information retrieval systems to be reconsidered. As discussed in [13, 10], the existing search engine interaction paradigm of typing in keywords and getting a list of results is not suited for a lot of information seeking tasks. Though in the meantime we are able to extract named entities and patterns in the textual information thanks to text analysis research, this kind of semantic metadata is still insufficiently integrated in information seeking technology. Having detected certain entities and relations in the text is not an ultimate goal. The next challenge is to make use of this information to satisfy the user's information needs. The vision is that information access systems should more directly answer our information needs by information extracted from the documents and as far as possible processed and synthesized into a coherent answer [10].

Thereby, synthesis or summarization of information as an answer to a user's query is an important step on the way to cooperative information access systems.

2. BACKGROUND AND RELATED WORK

This work is on the intersection of at least three distinct communities, where the research has been conducted more or less independently of each other - information retrieval, open domain question answering and summarization - and will draw, amongst others, upon the research from text mining and cognitive information processing. As a representational formalism, multi-dimensional geometrical models of meaning are being explored.
In the following, we briefly mention relevant work in corresponding disciplines and figure out the weaknesses and potential intersections of current approaches. Section 3 points at some of the research questions that emerge out of the latter.

2.1. Information Retrieval

At the Demo'08 panel session\(^1\) discussing the future of the web, it has been emphasized by the representatives of the biggest search companies\(^2\) that the search should become "task-centric" or "wish fulfilling". "The search engine should 'read' and synthesize the information to solve the intent", said Prabhakar Raghavan. The latter implies a fundamental change in the design assumptions of search systems by moving them from document search to the tasks for which people employ search. This is the idea behind this research - to synthesize information, presumably in a structured way, depending on the user's current intention.

2.2. Summarization and Open Domain Question Answering

Summarization is a rather new paradigm in information access and retrieval research. At the same time there is a long term tradition of research on summarization in NLP community, also specifically for purposes of open domain question answering. Automatic summarization here is a task of extracting the most important content from information sources and presenting it to the user in a condensed form and in a manner sensitive to the user's or application's needs [9].

The research in text summarization goes back to 1958, motivated by work of Luhn [8] who developed the first system of sentence extraction and building extractive summaries. The early work in open domain question answering goes back to the 90s. The ultimate goal of the latter has been to build systems that are able to answer any question in any domain. However, similarly to summarization and due to the inherent complexity of the task, this research focused mostly on extracting passages or sentences that have been ranked as most relevant to the question. The challenge here ended up in trying to get the most relevant sentence or passage as first-ranked. Consequently, the dominant approach in both summarization and question answering is still extraction rather than real abstraction, though both communities realize the need for abstraction and true synthesis of information [6, 11].

2.3. Dual Document Representations

The idea to move away from the *bag-of-words* in IR research, e.g. by mapping terms to concepts or accessing documents by extracted pieces of information, has been in the air for a while. Harris [5] already in 1959 proposed to extract certain relations from scientific articles by means of NLP and to use them for information finding. In order to achieve a kind of "conceptual" search, indexing strategies where the documents are indexed by concepts of WordNet [4], of Wikipedia [3] or ontology [1] have been used. It is just that the time is ripe now and information extraction technology has matured enough to use it on a large scale [10]. Most of these approaches have used either the one or the other way of "homogeneous" document representation. There are some attempts on the way to realize dual document representations by utilizing statistical language modelling (e.g. [2]). We are not aware, however, of any work aiming at integration of dual text representations by means of Hilbert Spaces.

3. RESEARCH DIRECTIONS

The goal of this thesis is to explore the ways to use the explicit semantic information, i.e. semantic metadata attached to the documents, not only to improve retrieval, but also to propose new ways of answering users' complex information needs in an "information overload" era in a cooperative way, i.e. by summarizing and allowing exploration based on the user's information need.
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For this, the plan is to explore geometrical models of information retrieval [14] based on the theory of Quantum Mechanics and Hilbert Spaces, e.g. Tensor Space Models [7]. We believe, it is a promising alternative to leverage semantic metadata into the retrieval and summarization process.

Thereby, the suggested research is twofold:

1. to investigate the new geometry of IR and to exploit the possible ways of leveraging semantic metadata in the geometrical models of meaning and retrieval;
2. to explore the new ways of addressing users’ information needs by means of summarization.
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