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ABSTRACT
The comparative study described in this paper has been conducted to investigate the effect of including multimodal metaphors on the usability of e-learning interfaces. Two independent groups of users were involved to evaluate two different interfaces of an experimental e-learning platform. The control group used the visual only interface that presents information about class diagram notation in textual approach, and the experimental group used the multimodal interface in which a combination of recorded speech sounds, non-speech sounds (earcons), and avatar with simple facial expressions were employed to communicate the same information. Three usability parameters which are efficiency, effectiveness, and users’ satisfaction were considered in the study. The scope of this paper is to discuss the results that related to efficiency only, which has been measured by task completion time. It was found that the multimodal interface group taken significantly less time to complete the experimental tasks compared to the visual only interface group. These results encouraged for further exploration to examine the contributing role of each of the applied multimodal metaphors.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and presentation]: User Interfaces – auditory (non-speech) feedback, graphical user interface, interaction styles, Screen design (e.g., text, graphics, color). K.3.1 [Computer and Education]: Computer Uses in Education – Computer-assisted instruction (CAI).

General Terms
Performance, Design, Experimentation, Human Factors.
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Efficiency, Multimodal interaction, E-learning, Usability, Avatar.

1. INTRODUCTION
User interfaces of the existing computer applications typically concentrate on the users’ visual channel in communicating the presented information causing usability problems in these interfaces. Other human senses could be involved in HCI by incorporating multimodal interaction metaphors. Examples of these metaphors are: speech sounds (recorded or synthesized), short musical sounds (earcons), environmental sounds (auditory icons), and avatars with facial expressions and body gestures. Previous studies found that using speech sounds and earcons improved the usability of computer application in many different domains including e-learning. Other studies showed that employing avatar with facial expressions could be useful in e-learning. However, involving auditory and other multimodal metaphors in human computer interaction is still limited. The two-group experimental study reported in this paper aimed at investigating the usability aspects of e-learning interfaces that combines the inclusion of speech sounds (recorded), non-speech sounds (earcons) and the use of avatar with simple facial expressions, to deliver learning information. The following section presents an overview of the related work in e-learning and multimodality. Section 3 describes the experimental e-learning platform and section 4 details the design of the experiment. The obtained results are presented and discussed in section 5. Finally, section 6 concludes this paper and highlights the directions of future work.

2. E-LEARNING AND MULTIMODALITY
2.1 E-learning
The continuous developments in information and communication technology (ICT) caused accelerated developments in educational technology and facilitate the access to the learning materials. Many terms have been used to describe the use of technology in learning. In this paper, the term e-learning is used. A comprehensive definition of e-learning was introduced by the e-learning group of NCSA [1]. Other definitions of e-learning were introduced and most of them agreed that it is a method of learning in which learning experience can be enhanced by the help of ICT [2, 3].

Many benefits could be gained from e-learning. It offers better adaptation to individual needs, gives the ability to learn anywhere and anytime, and facilitate monitoring the student’s knowledge and skills [4]. In addition, e-learning can offer common environment to formulate online learning communities where users can learn collaboratively [5]. Furthermore, educational material in e-learning can be updated and then distributed again easily and quickly and everyone can receive
the same content in the same way [6]. Also, it could be applied with different pedagogical methodologies [7]. However, e-learning also has defects. Some examples are: the technology needed in e-learning is not always available for access and use [8] and students, sometimes, are not satisfied with the use of ICT in the learning process and feel lack of personal interaction [9]. Therefore, students accessibility and satisfaction in e-learning interfaces should be enhanced [9] and pedagogical principles must be applied [10] to insure the success of ICT employment for learning purposes.

2.2 Multimodal Interaction

Focusing only on users’ visual channel and neglecting other human senses (i.e. auditory channel) during the human-computer interaction process resulted in usability problems in the interface of many computer applications including e-learning. For example, users’ visual channel could be overloaded [11] and important communicated information could be missed [12]. Therefore, involving more human senses in HCI will result in a more natural interaction which suit different individual abilities [13]. As a result, the amount of information delivered by one communication channel will be reduced [14], more than one sense could be used to receive different types of information [15], and user interfaces will be more usable.

Using interaction metaphors that utilize human auditory channel in computer applications has been evaluated by many studies. Earcons are short musical sounds [16]. It was found to be efficient in enhancing the interaction with user interface components [17-19]. Also, it was successfully used to provide auditory feedback regarding interaction events [20, 21]. Other studies demonstrated that earcons can improve students’ attitude towards educational curriculum and enhance their understanding [22]. Earcons was successfully combined with recorded speech in the interface of multimedia on-line learning and assisted users to complete complex learning tasks more successfully [23].

Avatar is another interaction component through which auditory and visual human senses are used. It is a computer-based character that could be utilized to play the role of human being [24] with the ability to express feelings, emotions, and other linguistic information through facial expressions and body gestures [25]. It could be employed in e-learning environments to enhance users’ attitude towards online courses [26] and to improve students’ achievement by making the learning experience more interesting and motivating [27].

Short term memory is very important in the learning process for the remembrance and retention of the latterly perceived information [28]. Its capacity is one of the main cognitive traits [29]. Therefore, incorporating as much as possible of human senses in e-learning interfaces might help in perceiving and remembering the presented information and in turn enhancing learners’ performance.

3. EXPERIMENTAL PLATFORM

An experimental e-learning platform was developed with visual-only and multimodal interface versions both of which were designed to communicate the same information about class diagram representation of specific problem. This information included explanation about classes, associations among classes and the multiplicity of a given class in the diagram. Three examples of class diagrams were also used in both versions, each of which was in a separate interface display. These examples were gradually increasing in complexity and chosen to contain as much as possible of the notation frequently used in class diagram. In visual-only interface, this information was presented only by text and the interaction with the user occurs only via the visual channel; when the mouse cursor placed over a notation in the class diagram, a textual description of that notation appears in the provided notes text box.

The same design was used in the multimodal interface but the textual descriptions were removed and replaced with a combination of visual and audio interaction metaphors. An avatar with simple facial expressions (neutral, happy, sad, and smile) was used to communicate the information about classes, recorded speech was used to deliver the information about associations, and non-speech sounds (earcons) to represent the multiplicity. All of the auditory messages were communicated to users using headphones. The inclusion of these audio visual metaphors aimed to enable users to employ both of their visual and auditory senses in obtaining the communicated information.

The design of earcons used in the study was based on the suggested guidelines [30, 31]. Simple tones were used to create six earcons in order to represent six types of multiplicity needed in the three examples of class diagram representations. Four earcons were designed with two parts separated by a very short time of pause in between, each of which communicated one of the multiplicities: zero or 1 (0..1), one or more (1..*), two or more (2..*), and one or two (1..2). The other two earcons were designed of only one part to communicate the multiplicities one (1) and many (*) which represents zero or more. Therefore, there was a need to musically illustrate each of the values 0, 1, 2, and * in order to compose the appropriate earcons. One note of seashore sound was used to represent the value zero and different numbers of piano tones with rising pitch were used to represent the other values as follows: one tone to communicate 1, two tones to communicate 2, and four tones to communicate many (*).

4. EXPERIMENT

In order to accomplish the aim of the study, usability level in both interface versions of the experimental platform were compared in terms of efficiency. Efficiency was measured with the task completion time which has been considered as the dependant variable. The independent variable was the method used in the presentation of the learning information. Therefore, this variable has two levels: visual-only and multimodal.

4.1 Participants

Thirty users participated in the experiment in an individual basis. All of them were of scientific background and used the experimental platform for the first time. The majority of users were regarded as experts because they use computer ten or more hours a week. Also, most of them had limited or no background in class diagram notation.

4.2 Tasks

Each participant performed six common tasks. These tasks were gradually increasing in terms of its complexity and equally divided into easy, moderate, and difficult. It also covered all types of the presented information. Each task comprised a set of requirements each of which asked the user to place the mouse cursor over a given notation in the displayed class diagram and to receive the presented information related to that notation.
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The number of requirements in each task was proportional with the level of task complexity. After completion of the requirements, each task was evaluated with two questions; the first was a recall question in which the user needed to retrieve the answer from his/her memory. The second one was a recognition question in which the correct answer(s) should be recognized among a given set of 2 to 4 multiple choices. As a result, a total of twelve questions were required from each user; half of which were recall and the other half were recognition.

4.3 Procedure
Participants in the experiment have been divided into two independent groups; control group tested the visual only interface and experimental group tested the multimodal interface. Each group had 15 users. Users were randomly assigned to one of the two groups and each of them participated in the experiment individually. The experiment was explained to each user and started by filling the user profile. Then, 5-minute tutorial about class diagram notation was presented followed by 2-minute demonstration of the applied interface. Thereafter, the experimenter informed the user to start executing the required tasks according to the provided requirements. Once the participant completed a task, he/she was instructed to answer the two questions related to that task. At the end of the last task, each user answered the satisfaction questionnaire. This procedure was repeated for each participant.

4.4 Hypothesis
The hypothesis stated that the multimodal interface users will spend lower time to complete the required tasks in comparison with their counterparts who used the visual only interface.

5. RESULTS AND DISCUSSION
In the data collection and analysis, each question was considered as a task and the time spent by each user to answer each of the twelve questions was observed and analyzed using t-test. Although the visual only interface offered a simpler interaction, the results of the experiment shown in Figure 1A demonstrated that the overall mean completion time for all tasks was significantly lower in the multimodal interface group in comparison with the visual only interface group ($t=1.74$, $cv=1.72$, $p<0.05$). The reason behind this result was attributed to the inclusion of recorded speech, earcons, and avatars in the multimodal interface. During the experiment, it was noticed that users of the visual only interface have been compelled to keep moving their visual focus between the notes text box and the class diagram to understand the delivered information, which may resulted in scattering their attention and overloading their visual channel. On contrary, users of the multimodal interface were able to focus their visual attention on the class diagram while hearing the communicated auditory information, giving them better concentration and accordingly allowing them to respond faster to the required tasks.

Figure 1B shows a breakdown of the results according to the complexity of the task. This Figure demonstrate the direct relationship between the time required to complete the task and the complexity of that task, which is logical, but the more important aspect is that the difference in completion time between the two groups increased as the task complexity increased. This difference was found to be significant in easy ($t=2.27$, $cv=1.66$, $p<0.05$), moderate ($t=2.12$, $cv=1.66$, $p<0.05$), and difficult ($t=2.99$, $cv=1.66$, $p<0.05$) tasks. These results explain the gradual effect of recorded speech, earcons, and avatar in users’ achievement of higher complexity tasks.

Another detailed analysis of task completion time is presented in Figure 1C. Users in the experimental group spent significantly lower time than users in the control group to perform both of recall ($t=3.94$, $cv=1.65$, $p<0.05$) and recognition tasks ($t=2.42$, $cv=1.65$, $p<0.05$) but the difference was lower in the latter one. This indicated that adding the multimodal metaphors to the experimental interface helped users much more in the recall activities which are more difficult than the recognition ones. In recall tasks, users may have taken more time trying to retrieve the required communicated information which is not the case in recognition tasks were users needed only to choose the answer among the given options.

Overall, it can be summarized that using multimodal metaphors such as recorded speech, earcons, and avatar with simple facial expressions was more efficient than using text only in the presentation of learning information. As a result, accepting what has been hypothesized. This was evidenced particularly in the recall activities and when the required tasks become more complex.

6. CONCLUSION AND FUTURE WORK
This paper has shown that adding a combination of recorded speech, earcons, and avatar with simple facial expressions can enhance the efficiency of e-learning interfaces. The time taken to complete the required learning tasks was significantly reduced when these multimodal interaction metaphors were used to communicate learning information about class diagram notation. These results suggest that the addition of communication metaphors which employ both of visual and auditory channels would improve the usability of e-learning interfaces. Therefore, it is recommended to take these metaphors into consideration when designing user interfaces of e-learning applications. The results of the experiment did not clearly bring out the contribution made by each of the applied multimodal metaphors in the usability enhancement. This will be investigated in the next experimental work.
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