Developing Selective Question
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What is the Bloomberg Terminal?

350,000+ subscribers
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Bloomberg by the numbers

e /K+ software engineers
e 200+ data scientists & engineers working on Al/IR/NLP & related problems

e Increased presence in academic research
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Outline

e Context: Search & QA @ Bloomberg
e Why QA now?

o Selective Question Answering

e Takeaways and future work
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QA @ Bloomberg

Today’s
Talk!

Bloomberg




Why Productionize QA?

e Make Bloomberg textual sources more easily discoverable
> News; Financial research; Company filings; Earning call transcripts;
Reference material & documentation

e EXxpressive search to uncover the wealth of knowledge in the Terminal
> 2.7K+ journalists and analysts writing news and in-depth investment research
> 2M news articles/day from 125K+ curated third-party news sources

e Testbed for Transformer-based LLMs at Bloomberg
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Why Productionize QA now?

High Performance Question/Answering
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Methodist University Austin, TX 78712
Daltas, TX 75275-6221 sanda @cs.utexas.edu

2 0 0 1 mars @engr.smu.edu
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Why Productionize QA now?

QA =

Modeling +

Effectiveness

Englneerlng &
Infrastructure Paas Bloomberg

Efficiency &
Availability
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e Selective Question Answering

e Takeaways and future work
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A Good Answer

Correct|at the time presented & explainable

101 Precision
—— always high precision ﬁ
— recall can wait Ay teration= Bloomberg

release
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Core QA pipeline
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, Extractiv '
DAL > Refriever —» Re-ranker — (EXtractive) el ze
Stores Reader Answer
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Answer Correctness: What Can Go Wrong?

Al
N

DUl > Refriever —»| Re-ranker — (CXractive)
Stores Reader
J
-

Corpus doesn’t
contain answer

(OOD question or just
a “limited” corpus)

~

Imperfect answering pipeline,
that’s always trying to answer

Contextualized

Answer



Selective Answering

A

Confidence > 6
High confidence

Journal of Machine Learning Rescarch 11 (2010) 1605-1641

On the Foundations of Noise-free Selective Classification

Re-ranker
Confidence < 6
Low confidence
Submitted 10/09; Revised 4/10; Published 5/10 10 T PreC|S|On '
Abstain from
Recall answering

Ran El-Yaniv RANI@CS.TECHNION.AC.IL
Yair Wiener WYAIR@TX.TECHNION.AC.IL

Selective Question Answering under Domain Shift

Amita Kamath Robin Jia Percy Liang
Computer Science Department, Stanford University

{kamatha, robinjia, pliang}@cs.stanford.edu

———————p |teration = release



Selective Answering

A

Confidence > 6
High confidence

A
N A

: Extractive) Selective
Document > —p - — (
Store Retriever Re-ranker Reader QA Model

L

Confidence < 6
Low confidence

Core QA pipeline

v

Abstain from
answering

e Core QA pipeline produces uncalibrated scores, in general
e lterate by experimenting with with instantiations of pipeline components
e Inject features not necessarily captured by the core pipeline




Selective Answering

A

Re-ranker

Core QA Pipeline

Confidence > 6
High confidence

—_—

I Confidence < 6
Low confidence

L — —

Binary classifier: show/no-show

o Show: queryin-domain AND answer correct
o No-show: query out-of-domain OR answer incorrect

Y

Abstain from
answering




Selective Answering: Results

A

Confidence > 6
High confidence

A

— (Extractive) Selective
Document » Retriever — Re-ranker — Reader QA
Stores Classifier

L

Confidence < 6
Low confidence

Core QA pipeline

v

Abstain from
answering

Let’s talk about
data & annotation first...



Evaluation Data Needs - Setting

!

Core QA pipeline 4{ A Mode }

QA system over a specific corpus deployed in an aggregated search setting

 Need in-domain questions OOD questions are the norm

—— Representative of what users will ask

QA pipeline can still go wrong on in-domain questions



Evaluation Data Needs - Setting

SQuAD Setting =~ —————— :
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Core QApipeline  —~ = — =p {(Question, Predicted Answer)}




Evaluation Data Needs - Data Sources

{(Quegtion, )}



Evaluation Data Needs - Data Sources

|
{(Ques:tion, )}
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Evaluation Data Needs - Data Sources

{(Question, )}

In-domain
(&OOD)




Evaluation Setting

Retriever

Core QA pipeline

Re-ranker

(Extractive)
Reader

50%
Exact
Match

Selective
QA Model

N

4

Evaluating quality of
show/no-show
decisions made by
selective QA model.

Abstain from
answering




50% EM

u
Retri (Extractive)
etriever ==  Reranker |l Roclar

Model Dataset Precision Recall Accuracy
(TP+TN)

Crowdsourced | 0.89 0.70 0.74
in-domain

Iteration 1

- Lexical features Logged 00D 0.98

(independent of

pipeline) Naturally 0.82 0.23 0.51
asked (not

in training)




50% EM

u
Retri (Extractive)
etriever ==  Reranker |l Roclar

Model Dataset Precision K Recall Accuracy
(TP+TN)

Crowdsourced | 0.89 0.70 0.74
in-domain

Iteration 1

- Lexical features Logged 00D 0.98

(independent of

pipeline) Naturally 0.82 0.23 0.51
asked (not

in training)

Iteration 2 Crowdsourced | 0.83 0.85 0.78
- Features based on | in-domain

Reader embeddings

Logged 00D 0.99
Naturally 0.83 0.54 0.66
asked (not

in training)
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Takeaways

e QA enabled by LLMs + PaaS + MLOps

e Selective QA enables early productionization and rapid iteration

e Most search settings are NOT Web-scale

a. Rely on crowdsourcing for data
b. Bootstrap a QA system

c. Use actual logged data

Bloomberg

Engineering

© 2022 Bloomberg Finance L.P. All rights reserved.



Ongoing & Future Work

e Temporal dimension of QA

e Discovery for QA
How do you tell users that you do QA, and what you can/cannot answer

e Snippeting & explanations for QA

e Self-service QA (QAaaS)

Session: Applied - Language Models CIKM "19, November 3-7, 2019, Beijing, China

Semantically Driven Auto-completion

Konstantine Arkoudas Mohamed Yahya
karkoudas@bloomberg.net myahya6é@bloomberg.net
Bloomberg Bloomberg

New York, USA London, United Kingdom

Bloomberg

© 2022 Bloomberg Finance L.P. All rights reserved. . .
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We Are Hiring!

https://careers.bloomberg.com/ Bloomberg

Engineering


https://careers.bloomberg.com/

Thank you!

https://[TechAtBloomberg.com/ai
https://TechAtBloomberg.com/data-science-research-grant-program

https://www.bloomberg.com/careers

Contact me: myahya6@bloomberg.net

© 2022 Bloomberg Finance L.P. All rights reserved.
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