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Three Pillars of our Business

Consulting
• Trusted advisors, strategists, 

and engineers

• Technology agnostic

• Focused on customer needs 
and business goals

Technology
• Pureinsights Discovery Platform™

• Connect data sources

• Process, stage and reprocess

• Hydrate knowledge graphs

• UI that elevates the user 
experience

SearchOps™
• Enterprise SearchOps™ - fully managed 

search application services

• We run your search application so you 
can focus on your business

• Trust your search bar to us and we’ll 
make it “Work like Google”



“COGNITIVE 
SEARCH”

Cognitive Search uses AI technology 
such as Natural Language Processing 
(NLP), semantic understanding, 
machine learning and knowledge 
graphs to provide a cognitive search 
experience. 



Why Now?



Mainframe

Client-Server and PCs

Web 1.0 eCommerce

Web 2.0, Cloud, Mobile

Big Data, Analytics, Visualization

IoT and Smart Machines

Artificial Intelligence

Quantum Computing

Quantum

1950 Turing Test

AI

Why Now? : We have immediate access to infinite 
resources, never before imaginable.

Big Data

Machine Learning

Neural AI Models

Cloud Compute
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~2 Million documents
Each document in 24 EU languages
Multiple Renditions

72



RDF



Approximately 14% of Google 
Queries are now Questions

The Publications Office are starting 
to see a similar trend.



“Just make it work like Google”



Demo





Proof of concept



Proof of concept
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Proof of concept







How was this done?



“COGNITIVE 
SEARCH”

Cognitive Search uses AI technology 
such as Natural Language Processing 
(NLP), semantic understanding, 
machine learning and knowledge 
graphs to provide a cognitive search 
experience. 



NATURAL LANGUAGE PROCESSING



MODELLING KNOWLEDGE
Generating Semantic Triples

Documents

Data Lake

Semantic 

Triples

The basis for a 

powerful questions 

and answers 

system 

Graph representation

Semantic 
Triples

Subject Predicate Object
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Innovations in Semantic Understanding

Driven from new Neural Network based
Transformer models like :

https://projector.tensorflow.org/

3 Shadow of 200+ 
dimensional space



AI - VECTOR SEARCH

word2Vec, Word Embeddings, BERT, RankBrain
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AI - VECTOR SEARCH
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• Semantic 
Triple Store

• Relationships
Store

• Fact Store
• FAQ Store
• Entity Store

• Keyword Search
• Vector Search

• Documents
• Containers
• Security
• Metadata

• Query 
Processing

• Security 
Filtering

• Results
• Query 

Snapping 
Mark-up

Connector

Hydrate

Hydrate

Security Credentials
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ProcessConnect Hydrate Interface

Hydrate

Hydrate
Semantic 
Triples

Documents 
Vectors

RDF

Document 
View 
vs Database 
View

AI Services



Questions?



Bonus AI Subject



Search Relevancy Scoring OVER TIME



Search Relevancy Scoring OVER TIME

0.61

0.76



Search Relevancy Scoring OVER TIME

• Many parameters to change
• Many interactions between them all
• Too many parameters for humans to keep track of
• Goal seeking algorithms utilized to self optimise relevancy
• Plays with search parameters to find most optimal settings
• Requires a strong engine scoring methodology to start with

SEARCH ENGINE TUNING IS DIFFICULT



AUTO OPTIMIZATION USING AI
Automated parameter optimization using AI – Requires Engine Scoring

Goal : Automatically optimize Search Engine parameters for best 
engine scores.

If a customer had tried every single combination of parameter 
values, it would have resulted in more than 1027 iterations!

Using “Simulated Annealing” goal seeking algorithms

We optimised the parameters by running just 3,000 iterations. 

The optimum parameter set was found after 1,600 iterations 
overnight,  and this resulted in:
• 22% increase in Precision for the top 10 results.
• 37% increase in Mean Average Precision for the 

top 10 results.
• 8% increase in NDCG (Normalized Discounted Cumulative Gain) 

for the top 20 results.

Best 
Engine 
Score



AUTO OPTIMIZATION USING AI
Simulated Annealing, Goal Seeking AI



Questions?
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