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ABSTRACT

There is an increasing need for multi-agent systems to operate undertrdéised control

regimes that support openness (individual components can enteraaedaiewill) and enable
components representing distinct stakeholders with different aims anctisbgeto interact ef-
fectively. To this end, this thesis explores issues associated with usingdaek from Game
Theory and Mechanism Design to organise and analyse such systepextitmlar, emphasis
is given to distributed mechanisms in which there is distributed allocation (no siagtee de-

termines the allocation of the resources or the tasks) and distributed infonntegients require
information privately known by other agents in order to determine their owratian or cost).

Such mechanisms are important because, in comparison to their centralisedrparts, they
are robust to a single-point failure, the computational burden can bet@dtgshared amongst
many agents, and there is a reduction in bottlenecks since not all communicagdnpass
through a single point. As a result, distributed mechanisms are better suited yaypas of

multi-agent application.

To provide a grounding for the mechanisms we develop, the thesis containsiag example
of a multi-sensor network scenario. In these systems, distributed allocatraniesms are de-
sirable since they are robust and reduce bottlenecks in the communicaiemsyurthermore,
we show that distributed information naturally arises by deriving an informatieoretic val-
uation function. This scenario also gives rise to two additional requirentlesitare addressed
within this thesis: (i) constrained capacity, whereby suppliers can onlygea limited amount
of goods or services at any given time and (ii) uncertainty in task completioareby sensors
potentially fail after they have been assigned tasks.

Specifically, we focus on the Vickrey-Clarke-Groves (VCG) mechanisnusinvestigate ways
of extending it so as to address the requirements that arise within distrilmitad)sn general
and sensor networks. In particular, we choose the VCG as our poueparture since it is
a mechanism that is efficient, individually rational and incentive compatibfdortunately, it

is brittle in the sense that it does not conserve these desirable propdrgaescansidering the
requirements that we outlined above. Therefore, we develop novelamisohs that do.

In more detail, the first part of this thesis considers two distributed allocatiamamésms —
a simultaneous auction environment and Continuous Double Auction (CDA)helfiormer,
bidders place sealed bids in a number of selling auctions which are centtymffering items.
This results in a distributed allocation whereby the winner at each auctiortésndeed by
the seller conducting it. For this case, we derive the optimal strategy of tlersidising a
game-theoretic approach. In the CDA, buyers and sellers, respggctuémit bids and asks
continuously and the market clears when a bid is higher than an ask; méaaiige allocation
is again determined in a distributed way. Furthermore, CDAs are known togygedd to efficient
allocations, under certain conditions, even when utilising very simple strateliewever, in



our case, we need to modify their format in order to deal with the requireofesanstrained
capacity. In both of these mechanisms, we study the system'’s loss in effithet@nsues from
distributing the allocation and find that itiesin the simultaneous auction case and Ut in
the continuous double auction case.

The second part of this thesis is concerned with designing mechanismsgdais have distrib-
uted information within the system. Such settings are more general than thas&aditionally
studied in that they encompass the fact that agents can potentially chamgaltetion or cost
upon knowing a signal about the system (which they have not obgethatdwas hitherto un-
known to them. Specifically, we first show that interdependent valuatiose @aturally within
a sensor network when we develop an information-theoretic valuatiotidando account for
this, we significantly extend the VCG mechanism in order to deal with these émtendent
valuations. We then go on to develop a mechanism that can deal with ungemaiask allo-
cation. In both of these cases, our mechanisms are shown to be efficttwigually rational
and incentive compatible. Moreover, their computational properties agéedtand efficient
algorithms are designed (based on linear and dynamic programming) in orsjgeed up the
computation of the allocation problem which is generalf?-hard.



Contents

List of Figures

List of Tables
Nomenclature
Acknowledgements

1 Introduction

1.1 Background . . . .. .. .. . ...
1.1.1 Economic Foundations . . . . .. ... .. .........
1.1.2 Computational Challenges . . . . . ... ... ... ....
1.1.3 Distribution Challenges . . . . ... ... ... ......

1.2 RunningScenario . . . . . . . . . .

1.2.1 Market-Based Task Allocation in Sensor Networks

1.3 Research Contributions . . . . . . . . . . . . . . ... ..
1.4 Thesis Structure . . . . . . . . . . o e

2 Mechanism Design

21 Mechanisms . . . . . . . . .
2.2 SolutionConcepts . . . . . . .
2.3 Implementation of Social Choice Functions . . . ... ... ...
2.4 Important Impossibility and Possibility Theorems . . . . .. .. ..
2.4.1 DirectMechanisms . . . ... ... ... ... .......
25 Summary ... e

| Distributed Allocation Mechanisms

3 A Mechanism Employing Simultaneous Auctions

3.1 Introduction . . . . . . . . . ...
3.2 Distributed Allocation within the MSN Scenario. . . . ... .. ..
3.3 RelatedWork . . .. ... ... . ... ... ..
3.4 Bidding in Multiple Vickrey Auctions . . . . . . .. ... ...
3.4.1 TheAuctions . ... ... .. ... ... .. .
3.4.2 Globaland LocalBidders . .. ... ............
3.5 ASingleGlobalBidder . . .. .. ... ... ... .........
3.5.1 The Global Bidder's Expected Utility . . . ... ... ...

viii



CONTENTS iv

3.5.2 Participation in Multiple Auctions . . . . .. ... ... .. .. ... 44
3.5.3 TheOptimal GlobalBid . . .. ... .................. 45
3.5.3.1 Reducingthe SearchSpace ... ............... 45
3.5.3.2 Empirical Evaluation . . ... ................ 47
3.6 Multiple Global Bidders . . . . . . ... ... ... ... 48
3.6.1 TheSetting ... ... ... . . . .. ... 49
3.6.2 TheResults . . . . . .. ... . . .. . e 50
3.7 Market Efficiency . . . . . . . ... . e 51
3.7.1 LocalBiddersOnly . . . . . .. ... .. . ... 52
3.7.2 WithGlobalBidders . . . . ... ... ... ... . ... ..., 56
3.8 Summary ... e e e 57
Mechanisms with Constrained Capacity Suppliers 59
4.1 Introduction . . . . . ... 60
4.2 Constrained Capacity Suppliers within the MSN Scenario . . . . . ... .. 62
4.3 RelatedWork . . . . . . 64
4.4 TheAllocationProblem . . . . . . . . .. ... ... 66
45 The Centralised Mechanism . . . . . ... ... ... ... ... ...... 67
451 TheTransferScheme . . . . . ... ... ... ... ... . ...... 68
452 ThePenaltyScheme . . ... ... ... ... ... . .. ....... 70
4.5.3 The Equivalent One-Stage Mechanism. . . .. .. ... ... ..... 71
45.4 Properties of the Mechanism . . . . . ... ... ... ......... 72
4.6 The Decentralised Mechanism . . . . ... ... ... ... .......... 76
46.1 TheMechanism. . . ... . ... . . .. .. 77
46.2 TheZl2Strategy . . . . . . . . o i 79
4.6.3 Empirical Evaluation . . . .. .. ... ... ... ... .. .. ... 81
A7 SUMMANY . . . o o o e e e e 85
Distributed Information Mechanisms 87
Mechanisms for Interdependent Valuations 90
5.1 Introduction . . . . . . . .. 91
5.2 Interdependent Valuations within the MSN Scenario . . . . . ... ... ... 93
5.3 RelatedWork . . . . . . . .. 93
5.4 An Information-Theoretic Valuation Function . . . . . . .. ... ... .... 59
5.5 Assumptions in Mechanisms with Interdependent Valuations . . . . . . . .. 7 9
5.6 A MechanismforSingleGoods . .. .. ... ... ... .. .. .. ..... 98
5.7 A Mechanismfor MultipleGoods . . . . ... ... ... ... . ... .. 99
5.7.1 Example of Interdependent Valuations . . . . . ... ... ... .... 102
5.8 Properties ofthe Mechanism . . . . .. .. .. ... ... ... .. ... .. 4 10
5.8.1 Economic Properties . . . . . . . . . ... 105
5.8.2 Computational Properties . . . . . . ... ... ... .. .. ..... 108
5.9 Summary . . ... e e 109
Mechanisms with Uncertainty in Task Completion 111
6.1 Introduction . . . . . . . . . 112
6.2 Uncertainty in Task Completion Within the MSN Scenario . . . . .. ... .. 113



CONTENTS v

6.3 RelatedWork . . . . . . . . . 115
6.4 The AllocationProblem . . . . . .. ... .. ... . ... ... . 115
6.5 Trust Model Requirements . . . . . . . . .. . . ... .. ... ... 911
6.5.1 Augmenting the Task Allocation Scenario . . . .. ... ........ 120
6.5.2 Failure ofthe VCG Solution . . . . . ... .. ... ... ....... 122
6.6 The Trust-Based Mechanism . . . . .. ... ... ... ... ........ 231
6.6.1 Properties ofthe Mechanism . . . .. ... ... ... ......... 124
6.7 Instances of Trust-Based Mechanism . . . . ... ... ... ........ 125
6.7.1 Self-POSReportsOnly . . . . .. .. ... .. .. .. .. .. .. ... 126
6.7.2 Efficiency IndependentScenario . . . . . ... ... ... ... ... 26 1
6.8 Implementing the Trust-Based Mechanism . . . . . ... ... ........ 6 12
6.8.1 The OptimisationModel . . . ... ... ... ... ... ....... 127
6.8.2 Preprocessing Bids and Allocations . . . .. ... ........... 131
6.9 Experimental Evaluation . . .. .. .. ... ... ... ... ... .. ..., 134
6.10 SuMMaAary . . . . . . e 136
7 Conclusions 138
7.1 SUMMANY . . . . o e e e e e e e e e e 138
7.2 Future Work . . . . . . 142

Bibliography 144



List of Figures

11

1.2

3.1

3.2

3.3

3.4

3.5

3.6

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

1.1

An overview of a MSN showing the physical components of a sensi®, ribe
decisions faced by an agents controlling a node, and common problemsenco

tered withinthenetwork. . . . . . . . ... ... .. 12
Positioning of work done in this thesis in relation to challenges involved in CMD

and DMD. . . . . . e 16
The challenges addressed and the design perspective of paneltbiesis . . . 34
Multisensor scenario showing highlighting the distributed mechanism esquir

ment addressed within thischapter. . . . . . . . ... ... ... ... ..... 39
The optimal bid fractions = b/v and corresponding expected utility fof =

5, static local bidders, and varying. . . . ... ... ... ... ... .... 48

Best response strategy for 2 auctions and 3 global bidders witrealitdialders

(a), and with 10 local bidders (b), averaged over 10 iterations andrZDwith

different initial conditions. The measurements are taken after an initialisation
period of 10 iterations. The error-bars indicate the standard deviation. ... 50
Four states for a market consisting of two distributed sellers each sedlingla
homogeneous good and three buyers each interested in a single geanth&h

four states are mirrorimages. . . . . . . . .. .. 52
Expected efficiency of distributed market (singly-endowed selledssargle-

object buyers) of homogeneous goods with upto 15 sellers and 25shapdr

buyers’ valuations drawn from a uniform distribution. . . . . . . . ... ... 54
Average efficiency for different market settings as shown in thentbg&he
error-bars indicate the standard deviation overthe 10runs. . . .. ....... 56

Figure of the MSN scenario highlighting the constrained capacity oflisupp

and the centralised and decentralised mechanism considered within thisrchaf3
Pseudo-code representing the dynamic programming solution to findtihe op

mum centralised solution in pseudo-polynomial time. . . . . .. ... ... .. 75
Panel (a) shows the demand and supply (curves) of the order Witbkthe

shaded region representing allocations. Panel (b) points outle¢heable bids

and asksn the order book (shaded areainpanel(@). . .. .. ... ... ... 79
The multi-unit CDA simulator . . . . . . .. ... ... ... .. ....... 81
Optimal and CDA productioncost . . . . . . . . .. .. .. ... ....... 82
Average market efficiency . . . . .. ... 2 8
The sellers’ total profit given different demands (for market A wibu@ers and

3 sellers and market B with 15 buyersand 15sellers. . . . . . ... ... .. 4 8
Performance of decentralised mechanism in different markets witlretitfe

number of buyersandsellers. . . . . . .. ... ... ... . ... ... 85
The challenges addressed and the design perspective of pathd thesis. . . 88

Vi



LIST OF FIGURES vii

51

5.2

5.3

5.4
5.5

6.1

6.2
6.3
6.4

6.5
6.6

Figure of the MSN scenario highlighting the interdependent valuationyers
considered withinthischapter . . . . . . . .. ... .. ... ... . ... . 94
Figure showing a MSN detecting a target which falls in the region of irtefes

two sensors and region of observation of three sensors. . . . . . 95
Figure demonstrating how payments are calculated in Krishna’s mechfammm
single good and interdependent valuations. . . . . . ... ... ... .... 100
Valuations ofi, 2 andZ for each bundle a8, isincreased . . . . . ... .. .. 103
Modified valuations of, 2 andZ for allocations(AB, @) and (A,B) ast; is
increased . . . ... 105

Figure of MSN scenario highlighting faulty sensors which are corsibleithin

thischapter . . . . . . . . . . . . . . 114
Graphical depiction of the allocation problem studied with this chapter. . .116
Task allocation model without uncertainty in task completion. . . . .. . .. 8 11
Trust-based task allocation model. The dotted lines represent the migatiica

we make to the mechanism when using trust in the feedback loop. . . . . .. 1. 12
Graphical representation of the TBM search space. . . ... .. .. ... 128

Expected value of chosen allocations for TBMand FTM . . . . . ... .. 135



List of Tables

2.1

4.1
4.2
4.3
4.4

5.1

6.1

Table showing possibility and impossibility results. The first three columns

show the SCFs that can/cannot be achieved intandem . . . . . . .. .. .. 31.

A set of three producers bidding to satisfy a demand of 200 units. . .. .. ... 69
Multi-unit CDA Order Book - beforeclearing . . . .. .. ... ... ..... 78
Multi-unit CDA Order Book - afterclearing . . . . . . ... ... ... .... 97
A set of three buyers with differentdemands. . . .. ... ... ... ... 82
Valuations of the players with each allocation . . . . ... ... ....... 2 10
A set of four agents in which agent 4 has proposed atask. . . . ........ . 122

viii



Nomenclature

Calligraphic Symbols

K Set of possible allocations.

z Set of (buyer) agents.

J Set of (seller) agents.

M Mechanism specifying how an allocation should be determined.
Greek Symbols

97 Agenti’s reported type.

r Game Form.

O; Set of types for agenit

0; Type of (or independent signal observed by) agefit € ©;.

Roman Symbols

CZ()

Eq_

Cost of agent of performing tasks specified in (.) .

.[.] Expectation of.] given the types of all other agents.

Probability density function of (.).
Cumulative density function of (.).
Outcome function.

Index of one agent in the set of agefits
The set of agent® \ i.

Index of one agent in the set of agepts
The set of agents \ ;.

Implemented efficient allocation given reported tyﬁﬁstvlay not correspond to efficient
allocation if agents lie.



Nomenclature

K

K*

T

scf(.)

Si

Uj

’UZ()

A particular allocation.

Efficient allocation, i.e. the one which maximises the sum of utility of all agents.
Allocation to agent

Number of sellers in an auction.

Number of buyers in an auction.

Overall transfer to agerit

Social choice function describing a particular desiderata.

Strategy:i has selected to use.

Strategy space of agent

Utility of agent:.

Value that agent holds for a good/allocation.



Acronyms

CDA Continuous Double Auction

CMD Computational Mechanism Design
DMD Distributed Mechanism Design
MD Mechanism Design

MSN Multi-Sensor Network

MAS Multi-Agent System

VCG Vickrey-Clarke-Groves

Zl zero-intelligence

POS Probability of Success

LP Linear Programming

DP Dynamic Programming

Xi



Acknowledgements

I would first like to express my heartfelt gratitude to my supervisor ProfeN&ck Jennings.
His help, insight, encouragement and patience have been greatly helptsktane into the
right direction. The discussions we had were always helpful and tanghhe essential skills
of research. His rapid and efficient turnover of papers has alamgzed me. The dreaded
“why?”s that peppered initial versions of a paper resulted in more giedinesearch and have
sharpened my inquisitiveness. Work iteratively became stronger, befitireed and more
coherent at each review process.

I would also like to acknowledge the people without whose help and advicindss would not
have been possible. Jussoivadki and Robin Mason at University of Southampton introduced
me to microeconomics and game theory. Their lectures were so clear thatewerg from a
background of electronic engineering, | soon managed to get a grdlspse theories. David
Parkes at Harvard University provided me with a lot of insight during mit inso the world

of computational mechanism design. | also had interesting discussionssmr setworks with
Andy Wright at BAE systems. These led to much of the motivation behind tleaurels carried
out within this thesis.

During the course of this thesis, | have had the pleasure of collaboratihgrumber of out-
standing individuals who each contributed in making this research posdtnleco Gerding
and David Yuen worked with me on research in the simultaneous auction emerd. Krish-
nen Vytelingum, Minghua He and Adam Sykulski collaborated with me on a nuoflgapers
linked with the continuous double auction protocol, as well as on strateggrdegiet Dung
Dang, Alex Rogers, Steve Reece, lead Rezek and Paritosh Padksdamr sensor-related pa-
pers with me. Alex Rogers also collaborated on research in interdegendehanism design,
as well as in market mechanisms for constrained capacity suppliers. Bsthier contributed
to the latter research as well. Gopal Ramchurn, Juan Antonio Rodrignelze& Giovannucci
and Bastian Blankenburg worked with me on trust-based scenarios.

| also gratefully acknowledge the financial support of the Overseasd®eh Studentship and
the BAE studentship. This meant that | was not hampered by financialraoris and instead
could dedicate my time to research. Also, the AAMAS scholarships (2008 208 2006) and
EUMAS scholarship (2004) enabled me to attend these very relevargreoces.

During my time as a PhD student, | have been able to interact within a numberiaf sioc
cles within which | have met many friends. These friends have ensuréednthéime within
Southampton has been a very enjoyable experience. | would like espengityon the 1AM
group, the LCU and the SCR as the three most important circles.

Last, but not least, | would like to thank my family who have provided me with utisgin
support during the course of my thesis.

Xii



To the Guiding Hand .. .

Xiii



Chapter 1

Introduction

There is an increasing need for computer systems that operate a diseshitantrol regime,
that are open (individual components can enter and leave at will) anddhgin a number
of components representing distinct stakeholders with different aimslgedtives. Relevant
examples include grid computing [Foster and Kesselman, 1999], the sematutifBerners-
Lee, 1999], pervasive computing [Huang et al., 1999], e-commeredif\&n, 2004], mobile
computing [Radrinath et al., 1993] and peer-to-peer systems [ShneidmiaRaakes, 2003].
For these complex systems, it has been argued that agent-basedtbpprodth their emphasis
on autonomous actions and flexible interactions, are a natural computatiodel jd@nnings,
2001]. In such Multi-Agent Systems (MASS), there are two fundamerdsiga issues that
need to be addressed. First, there is a need to specifyrdbhacolsthat govern the interactions.
These cover issues such as how the actions of the agents translate intoc@ne what range
of actions are available to the participants, and whether the interactions @aaua series of
steps or are one-shot. Second, given the prevailing protocol, theneedao define thstrategy
(mapping from state history to action) for each agent.

Now, in some cases, a designer may be able to impose both the protocol atrdtbgy of each
agent. In such settings, the agents can cooperate to find a good systerselition [Padhy
et al., 2006; Jennings and Bussmann, 2003; Pynadath and Tambe Ska®zm and Tennen-
holtz, 1992]. This cooperation amongst agents can be structured usnigty of planning, dis-
tributed constraint optimisation, coalition formation and scheduling algorithmshthe been
proposed [Lesser and Corkill, 1981; Durfee and Lesser, 198atilgw, 1999; Ramamritham
etal., 1989; Yokoo et al., 1998; Dang et al., 2006]. However, suchadstfail in systems where
the agents represent distinct stakeholders whose aim is to maximise theiraimghe sys-
tem (e.g. in Grid computing where the agents represent different ensl arse in e-commerce
scenarios where the agents represent the buyers and sellers)failli®cause in such cases
they present the opportunity for the agents to gain an advantage by nmtgrgpbeir position
(either their needs or their resources). For example, an agent mightepa@t its need for
memory capacity on a computational grid so that when the distributed constpdimisation
process is carried out, it gets allocated more memory than its share in anneféitbeeation.

1



Chapter 1 Introduction 2

Another example is in peer-to-peer systems where the case of free-figingvhere agents
under-state their available resource so as not to be asked to contribugesigstem) has been
well documented [Adar and Huberman, 2000]. In both of these caskeany others besides,
the safest assumption to make is that if agents can act so as to get morg tesretney will do
so. Thus, by default, agents should be assumed to be self-interesitathlraroblem solvers.

Stated in this way, it is obvious that microeconomics [MasColell et al., 1995] e-stihdy of
the decision-making behaviour of self-interested agents as they intathdheir environment
— should be able to provide useful insights into the design process famsyghat operate a
decentralised control regime. Specifically, a clear parallel emerges dretive self-interested
agents that are trying to find their best strategy in large, open, distribategdwter systems and
the economic model of rational beings trying to maximise their gain from a markparticular,
there are two points of focus from which a designer needs to carryran-gooperative strategic
analysis. In the first one, the designer of a system can only impose ttee@rr¢and has no
control over what strategies the agents adopt) and designs it so asite #a certain properties
are guaranteed within the desired protocol. In the second one, the elesiga participating
agent is faced with a particular system having a pre-specified protndaesigns the strategy
of an agent such that it maximises its utility (or profit) in the system.

Given this insight, this thesis focuses on applying the theories developed inemdnomics
to the analysis and design of distributed protocols for MASSs, that is, prtstaa which the
allocation of resources and the gathering of information are carriedyounuitiple agents (cf.
the gathering of information into a single agent (the centre) which then detesrthia allocation
in centralised protocols). In fact, these market-based techniqueseadyastarting to be applied
in domains such as grid computing [Wolski et al., 2001], peer-to-pe¢ersgs Shneidman and
Parkes, 2003], multirobot coordination [Gerkey and Mataric, 2002d] mobile computing
[Bredin et al.]. In this vein, in this thesis, we choose the particular applicatienario of Multi-
Sensor Networks (MSNs) where each sensor node is represera@dagent (the justification
for this choice is given in section 1.2). Thus, we will take into consideratienpérticular
constraints that these MSNs impose on the design process. SpecificalifSN ga distributed
control scheme is preferred since a trusted centre that decides onttioeneumay not always
be present or desirable (since it is then a critical single point of failki@thermore, as a result
of physical and temporal constraints, a single sensor may not be abladsKkael to do all the
readings required within the system (e.g. the maximum number of readings@r £&an make
may be limited by its battery power or the maximum swivel speed of its sensoy. hMarkover,
in MSNss, the distributed information gathered is typically fused together whicnmthat the
value of an observation is contingent on signals that are observed by agents. Finally,
sensors might fail in undertaking tasks that have been assigned to thesse filures may
occur due to uncontrolled reasons (e.g. a sudden battery failure wilastepsor from making
a reading of the environment) or due to a conscious decision (e.g. ther shvesrts resources
to another more rewarding task).
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In dealing with these constraints, the first part of this thesis analysesemighd markets in
which the allocation is not determined centrally by a controlling agent. In thengguart of the
thesis, mechanisms which deal with distributed information are designedtHmpads, we are
also concerned with developing protocols that are resilient to the defiegeotthe individual
agents (such as their limited capacity to perform tasks and provide resoascwell as their
propensity to fail). Specifically, this thesis addresses the following regeints:

Requirement 1. Distributed Allocation The allocation of tasks and resources within the
system should be carried out without the use of a central controller.

Requirement 2. Limited Capacity The protocol should be able to deal with the situation
whereby individual agents being limited in the number of tasks they can catry

Requirement 3. Distributed (Interdependent) InformatiorThe protocol should incor-
porate the fact that agents may form their preferences over the allcchised on
private signals observed by other agents.

Requirement4. Uncertainty in Task Completionrhe protocol should be robust to the
fact that certain agents may fail to successfully carry out the taskaasisig them.

It should be noted that whilst these requirements are inspired from a /&id0, the analyses
and solutions we present are broadly applicable to open MASs in gefiertiis end, we now

provide a background in order to position the challenges that this theseddasssed in the
broad set of challenges that MAS designers encounter when desagrdranalysing distributed
mechanisms.

1.1 Background

In this section, we provide a more detailed description of the problems that #sis theeks

to address. Specifically, we will provide an overview of the economicdatians of this en-

deavour and then detail the challenges that become more imperative in addAposed to

traditional economic settings). We then give a broad overview of the M8hesm which is em-

ployed as a running example throughout this thesis. In so doing, we prthedackground for
our work by positioning it on the canvas of challenges that need to bessitlt when designing
MASs and, more specifically, MSNs with selfish agents.

1.1.1 Economic Foundations

In micro-economics, there are two strands dealing with the result of agtiirgghe decision-
making of individual agents:
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1. Theory of Competitive Equilibrium [MasColell et al., 1995]. This studiesatpuilibrium
conditions (conditions characterising the stable state) that arise wlaegeanumber of
agents compete with each other in a given environment. Here, each agssatimed to
be rational in that it tries to maximise itgility (a measure of the “goodness” the agent
derives from the outcome), based on its information about the environment.

2. Game Theory [Osborne and Rubinstein, 1994]. This studies theibehafagents in in-
teractive decision problems where the actions of one agent affect lmoselidgrted actions
of another and the resulting equilibrium.

The main difference between these two theories is in how the agent modelsirsnement
before making a decision. The former assumes that each agent is irdeyelstén some envi-
ronmental parameters (such as prices and availability of resourcesieaghin the latter each
agent additionally takes into account the behaviour of other agents anthbp may influence
these parameters. Thus in game theory, the behaviour of other agentsrigonated into an
agent's decision making procéssThough we investigate both these approaches in this thesis,
the work described herein focuses mainly on the latter. This is becausentaseaprincipled
way of achieving desirable properties in a MAS (in that it relies on mathematiodkls to
prove certain properties, rather than experimental evaluation). Furtheriam we discuss in
chapter 2, designing systems using game-theoretic approaches githes necessary condi-
tions for designing systems where there might not be a central contrallparticular, we use
game theory to design multi-agent systems that address the last threemeigésted above
(limited capacity, interdependent information and uncertainty in task completidayvever,

one important shortcoming of designing systems using game theory is thatthmne sys-
tem is almost invariably centralisedOn the other hand, approaches adopting the competitive
equilibrium tend to ascribe very little power to a centre or have no centre aThils, these
approaches can shed light on how to design systems using game theotgtiques, but which
have distributed allocation mechanisms.

To date, both of these approaches have been investigated in MASs. Welsearinal work on
Market Oriented Programming [Wellman, 1993] was based on the competitiiibeium ap-
proach and has subsequently been extended to numerous applicatears/fer, 1996; Kraus,
2001]. In this work, the main point of focus has been the design of ajetkegies for rela-
tively complex market institutions in which the agents are assumed to be selfisbttsirictly
rational (as defined in Chapter®2)In particular, strategies have been developed using various
above mentioned heuristics for these specific settings [He et al., 2008ingyta et al., 2004,

In very large systems the two theories yield similar models and answeesasingle agent then has little effect
on the whole environment (especially if the environment is nearing equitiyr

20ne could argue that this shortcoming is a result of researchers usinguélation principle (discussed in
chapter 2) too literally, rather than of game theory in itself. However, tbeisahat most systems designed using
game theory involve a centre.

3This occurs since the agents make decisions without considering the fattrof their actions on other agents
Friedman and Rust [1992]. This may be due to their lack of knowleddbeobther agent’s action set, the payoff
matrix, or the fact that they believe that their actions will not have an impdatge market.
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Airiau and Sen, 2003; Byde et al., 2000; Yarom et al., 2004]. In thisestthone of the simplest
and most commonly studied institutions is the CDA in which traders submit offensyt¢did)
and offers to sell (ask) at any time during the trading period and in whiclntiret clears
continuously [Friedman and Rust, 1992]. As a result, certain of the glmoglerties of such
institutions, such as speed of convergence of the market towards thieragu and the prox-
imity of experimental and theoretical equilibtjaely on the particular strategies that the agents
adopt. In fact, in [Vytelingum et al., 2004] we design a strategy whichoper$ better than
current strategies in both a local (profit-maximising) and global contextetder, in this thesis,
since we concentrate on the baseline performance of protocols, we ethployethodology
advocated by [Gode and Sunder, 1993] and apply it to the CDA proteedesign in chapter 4
(thereby simultaneously addressing requirements 1 and 2).

Game theory has also been heavily used to analyse and design strategiestlis markets
[Engelbrecht-Wiggans and Weber, 1979; Szentes and Rosenth&l, 2@ma et al., 2005].
Such game-theoretic approaches to the design of strategies (which vire clsspter 3 for a
distributed marketplace) differ from the heuristic approaches in that tleé&y predictable equi-
librium strategies under the assumption that the agents are rational. Adtatresdesign of
protocols for predictable systems (i.e. systems in which certain globaliesean be guaran-
teed) within MASs has been mainly based on Game Theory [Parkes, 2@@kinZAand Rosen-
schein, 1996; Sarne and Kraus, 2005; Sandholm, 2003; Wurman2Q@l]. Furthermore, this
approach models the interactions between agents mathematically, resulting ia prinoipled
way of building protocols whereby the properties of the protocol carrdweep or disproven the-
oretically rather than empirically. In particular, the techniques used avndram Mechanism
Design (MD) which is the area of micro-economics concerned with how tmulesystems,
using tools developed by game theory analysis (e.g. Nash Equilibrium, Doinfteategy,
Bayesian-Nash equilibrium), such that certain system-wide propertieseféajency, stability,
fairness) emerge from the interaction of the constituent components. themneechanismis
viewed as the whole system; consisting of the set of agents with their utility funscttbeir
action sets and the protocol. In contrast to Market Oriented Programngegtsain this case
will always adopbnestrategy since they are incentivised to do so as a result of the design of the
protocof. In the MAS context, MD has been mostly used for the design of auctionquisto
for the allocation of resources and tasks and in this thesis we study howigmdeechanisms
under the constraints imposed by MASs (chapters 4, 5 and 6). Howewexjll first discuss
the broad range of challenges that arise in designing MASs using Mbqsed.1.2 and 1.1.3),
before focusing on the specific challenges we address in this thesis.

“The market clears as soon as a bid exceeds an ask.

5The theoretical equilibrium is the one achieved as the number of agentsritathet tends to infinity.

5The adoption of one strategy is the objective of the design of the mechafriszartain protocols, agents may
face multiple equilibria, in which case the system designer can introducerelatimg device so as to favor the
adoption of one of the equilibria [Fudenberg and Levine, 1993].
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1.1.2 Computational Challenges

As a result of the assumptions made in traditional MD, its application in MASSs istraight-
forward. In traditional MD, for example, agents are assumed to be rddodano consideration
is given to how computationally hard it is to select the appropriate strategyethtee is as-
sumed to be able to compute the outcome of the protocol once the agents hawdttesd their
strategies to it, the agents are assumed to undertake and successfullytedagile assigned
to them, communication between the agents and the system is generally assumé&e¢cand
faultless, and the system is assumed to know the number of agents thaasentDash et al.,
2003; Parkes, 2001; Rubinstein, 2002; Conitzer and Sandholm, P@8%; et al., 2004; Glazer
and Rubinstein, 1998]. However these assumptions are problematic in tdiopal settings
because in addition to the issues that we highlighted in the previous sectidoljdlaéng chal-
lenges are also present:

1. The mechanism will not be able to compute the outcome if this is an intractalbliepro
(e.g. computing the allocation in certain types of sealed bid auctions is whesrnpee
their application in FCC spectrum auctions [Klemperer, 2002]).

2. The agents themselves do not have the unbounded computationalrpquieed for cal-
culating their preferences for all possible outcomes as is required, erajeto produce
an optimal strategy.

3. Communication is not necessarily cost-free and may also be pronets. erro
4. The set of agents may vary with time due to the open nature of the system.

5. The presence of money, a common denominator by which every goduecaadued, is
an important component in traditional MD. However, in many MASs, suchnanton
numéraire does not exist naturally and in many cases has to found or atirstru

The field that seeks to address some of these limitations and, thereby, appglchhiques to
computational problems is called Computational Mechanism Design (CMDjultide argued
that a new field is not required since we can decompose the problem gof Ménn a MAS
into its economic part (MD) and its computational part (MAS) and then attackrblglem in
a modular fashion. However this approach fails to recognise that atstagh of the design
process both economic and computational principles need to be addrdsskdt, in many
cases, principles from one of the areas can help to solve a problem ithitre Bor example,
one could make finding an undesirable equilibrium strategy (economic pnplk intractable
(computational solution) that no agent would be able or wish to do so. Simitaréy,could
make optimal strategies tractable (computational problem) by designing meuokahet have
a simple, truth-revealing equilibrium (economic solution).

However, despite the range of challenges that are present in CMRy seskearch has mainly
concentrated on specifying centralised protocols that operate undesriktraints imposed by
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limited computational resources [Parkes, 2001; Sandholm, 2003; NistRaren, 199&3} As
a result, there is an inherent assumption in most existing work in this areadregehnts have a
direct line of communication with this centre and can play their strategies calrthar types
simultaneously. Furthermore, it has been assumed that each agent foxasidison based
solely on information that is privately observed by it. However these assumsplo not always
hold in distributed open systems and hence there is a strong need to mov€Raninto
the realms of Distributed Mechanism Design (DMD). To this end, the nexiosedetails the
additional challenges involved in moving from CMD to DMD.

1.1.3 Distribution Challenges

DMD is concerned with the design of large-scale distributed systems cogsadtimultiple
autonomous, selfish and rational agents in which there is no centre imposoga@me and
in which both the information or communication protocol are distributed overgbata. Thus,
DMD is still concerned with the computational problems outlined in the previoctiose but it
differs in that there is no centre that decides on the outcome and the infonraatiagent uses
to make its choices is distributed. Such distributed mechanisms have a nunamkraotages
over their centralised counterparts including:

Tractability. A distributed mechanism allows the burden of computation to be transfeared fr
a central node in the mechanism to the numerous constituent agents that gketopna
the system. This is akin to transforming the problem into a distributed optimisation task
that exploits the computational resources of many agents.

Robustness.In a centralised mechanism, the communication channels linking the centre are
critical for the system and failure may incapacitate the operation of the egttens.
However in a decentralised setting, failure of these channels will not &udape the
mechanism, though it may lead to a sub-optimal solution.

Trustworthiness. The issue of trustworthiness in the centre is an ever-present problem in a
centralised mechanism. This is, we believe, a factor that has limited the useenf In
net auctions since the agents have to trust that the auctioneer will not rzdeiphe
mechanism for its own profit. In a distributed mechanism, since there is n@cagant
computing the outcome, there can be a higher degree of trust in the meclwardsrthe
incentive issues to do with agents are addressed. However, the probtarst between
agents assumes greater importance in this context than in the centralisedismciace
now each agent depends on each other to carry out the mechanism.

Reduction of Bottlenecks. In distributed mechanisms there is no longer a single point through
which all communication has to pass. Thus, there is no longer such an standdarge
bottleneck.

"The work is also referred to as Algorithmic Mechanism Design by [NisahRonen, 1999].
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However, these advantages come at a price. At one extreme, it maydilel@és dispense with
MD altogether and simply ask about the “price of anarchy” [Papadimitrid012Roughgarden,
2002] or the economic cost of just implementing distributed solutions with néutigrdesigned
mechanism. In many cases, we believe that this cost will be too high and thengeafor the
community remains in designing distributed mechanisms that retain the normatisefbtD.
To this end, we explain the three core challenges in DMD [Dash et al., 2003]

1. Distribution of allocation: In traditional MD, there is a centre that computes and en-
forces the outcomes. However, in DMD, we aim to study mechanisms in whathasu
centre does not exist. Such a constraint may arise naturally due to the tediomal struc-
ture of a system (as discussed above) or may be imposed by the systgnedeseking
the advantages of a distributed mechanism. For example, in current P2&tksetauch
as Gnutella and KaZad#ee-ridingis a well-documented problem. In response, a num-
ber of studies have considered the economics of tit-for-tat where acgmtsnly receive
resources to the degree that they contribute them [Lai et al., 2003]e¥émnsuch a tit-
for-tat approach is blind to the heterogeneity of local agents, that will li#tiélgr in their
computational resources and data content and quality. To this end, ealassproach
in which the allocation is not computed by a central agent has been to implement ma
kets akin to the CDA. However, such mechanisms rely on multiple trades me&iedble
allocation is determined. Furthermore, the assumption of direct lines of comationic
to a central information repository is still present (i.e. agents know whictestiitems
are available and at what price they are trading). As a result, there iavg bemmu-
nication load in such mechanisms. Another approach in this context is to implement
mechanism using distributed algorithms, whilst addressing the additionativeeon-
siderations that occur when the same agents (with the set of agents be#atgrghan
two) that are implementing the mechanism are also strategic and self-intergsteid-
man and Parkes, 2003; Parkes and Shneidman, 2004]. Howevet,tvhitomputational
burden has been removed from the centre in this approach, the certilleréjgired in
order to enforce the mechanism. Finally, another line of research hastigated the
use of distributed auctions held simultaneously by a number of sellers intordkocate
goods [Engelbrecht-Wiggans and Weber, 1979; Krishna and Rasea896; Gerding
et al., 2006a,b; Greenwald et al., 2001; Airiau and Sen, 2003; Preikt 2001]. In this
case, whilst there is no centre either computing or enforcing the mechanesstrdkegic
decisions made by the agents need to be studied and the equilibrium is remtgearto
be efficient.

2. Distribution of information : In traditional MD, agents are assumed to privately observe
an idiosyncratic signal (such as their tastes and preferences) anitiredate their val-
uation as a function of this signal. This signal is commonly referred to as tleeotiyjine
agent and the resulting valuation is known apiigatevaluation. However, in distributed
settings agents often form their valuations of the items based on the informbgerved
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by other agents, resulting interdependentaluation§. For example, in grid computing,
an agent estimating the cost of performing a particular task would base its testima
which resources it will require in order to complete the task. These resswvill typ-
ically be distributed over the grid with a number of agents having access to thema.
result, it will have to base its cost estimate on the signals observed by odrgsatipereby
resulting in interdependent valuations. Thus an agent might requirerdgon a micro-
processor (to which it has direct access and can observe) andsydfyteemory (which
another agent monitors) to complete a task. Another example is in P2P systeens, w
very often the value of a particular download to an agent might dependwmrtuch the
other agents value that download. This is especially true for downloaslgstéms that
require a network to work, such as online games and chat engines tibhezéhas to be a
sufficient number of users for the download to be worthwhile or whemttmading files
that appeal to a large base of users such as popular songs and mauie clip

3. Distribution of communication systent In DMD we can no longer assume direct lines
of communication and hence need to rely on the agents themselves routimgdtitor for
other agents. For example, in an inter-domain routing problem, each of des nouting
traffic can be considered as an agent in a MAS. Hence, since theds agr lie about the
cost incurred in passing messages in their routes, a DMD approachuisegktp provide
agents with incentives to reveal truthful information and support thetsabeaf the short-
est path for the routing of messages. However this efficient outcomédsheeomputed
without overburdening the network with messages just to find it! Reseathfsiarea has
developed mechanisms that have been tailored to specific topologies [Faigeebal.,
2002, 2001]. This, in turn, may point to adopting a design methodology similaatarth
traditional MD, where solutions and mechanisms are developed for regdttagielogies
(as opposed to specific utility functions and trading environments in MD).

In summary, in this section, we have provided a list of the key challenge&xistwhen de-
signing MASs using MD. However, as stated earlier, we shall concerntrétés thesis on four
specific requirements that need to be addressed. Requirements 2 am@édtcate on challenges
that fall under CMD, while requirements 1 and 3 address the first two ciggeof DMD. We
note here that we will not be addressing the challenges of distributed coicatian since we
feel that it has been already been researched quite extensivelgifigtan and Parkes, 2003;
Feigenbaum et al., 2002, 2001; Monderer and Tennenholtz, 19@9r&zh and Rosenschein,
2005; Anderegg and Eidenbenz, 2003]. We next provide an owveofithe MSN scenario, from
which these requirements have been inspired.

8This problem is documented in purely economic settings as well (such asattécs bidding for a strip of
land with potential resources under it [Krishna, 2002; Dasgupta arskiMa2000; Jehiel and Moldovanu, 2001]).
However, it becomes more endemic in computational settings since sslaafthe network of agents, information
gathered by one agent more often than not affects that of the others.
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1.2 Running Scenario

Multi-Sensor Networks (MSNs) are networks of small sensor nodesendgch node typically
consists of a micro-controller, a radio front-end, a power supply ardoormore sensors for
sensing the physical environment [Akyildiz et al., 2002; Padhy et al.62D@shpande et al.,
2004; Rao et al., 1991, Culler et al., 2004]. As such, they require entiedised control regime
(pertaining to both the way that the sensors perform their tasks and inf@mation is distrib-
uted amongst the sensors) and are potentially open systems with distinttodtigks. Hence,
they provide a compelling area for the application of MAS since they are, alyeamic systems
in which there are numerous points at which decisions and actions havedorteel out. Specif-
ically, each agent (residing in the micro-controller) takes decisions orotlesving aspects (as
shown in figure 1.1):

1. Task Scheduling: The agent decides the timing and nature of the seéasksgthat the
sensor node should carry out.

2. Resource Allocation: The agent decides on the apportionment of the liragtedrce (e.g.
power, bandwidth and/or computational resource) between the differsks it may be
required to carry out.

3. Communication Protocol: The agent decides the sources from whicbeivealata, the
data it will transmit and the sinks to which to transmit data.

Thus, the network of sensors, in which each sensor is autonomougliyrdgeen its actions and
resource usage, can naturally be represented as a MAS. Now, gwvdasee all the sensor nodes
are owned by a single stakeholder, this is best modelled using a coopavBt8 approach in
which the agents are designed so as to work in tandem towards the sysiE[Raythy et al.,
2006; Deshpande et al., 2004; Akyildiz et al., 2002]. However, thexéngreasingly applica-
tions where each sensor (or group of sensors) may be individualedwy different stake-
holders. Such scenarios occur in applications like traffic control wiaech sensor is owned by
a particular vehicle [Wu et al., 2005], in pico-satellite projects where multiptepamies own
very small satellites monitoring a certain area [Heidt et al., 2000], and intdisatief examples
where different governmental and non-governmental organisatiarg snformation gathered
by their sensors to coordinate efforts in a natural disaster [Jennirds 2006]. In such appli-
cations, the sensors are operating in competitive rather than coopenativenments, and, as
such, will attempt to optimise their own gain from the network, at a cost to thealbyerfor-
mance of the entire network. This selfish sensor perspective can stiplieawhen a group of
sensors are owned by different stakeholders. In this case, thebe@abroker sensor that offer-
s/seeks services on the behalf of the network. These services wilingrised of collections
of the atomic services provided by the individual sensors and thus thaltasktion problem
would occur both at the level of the market and the broker level. We danmestigate this
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perspective any further within this thesis since we believe that the graarkder individual
selfish sensors should first be laid before investigating such hieratslystems.

In more detail, figure 1.1 shows a typical sensor network with the physizhlagent-based
representation of each sensor node. The sensors within this MSN maeegotbssible capabili-
ties, namely to sense the temperature and pressure of the environmenit,assvigally track

targets. Each sensor has a schedule of sensing tasks during whioyathey data from the
environment. They then send and receive data from each other usibgrttieidth constrained
communication links. In this thesis, we study how these types of MSNs can begernsing

the economic mechanisms we develop. In particular, the requirements tleabéew outlined
above are all reflected within the MSN depicted in figure 1.1 in the following way

1. Within a MSN, sensors can be tasked by other sensors to senses\gigoals from the
environment against a payment. Now, a trusted centre may not exist inssanhrios
leading to sensors holding simultaneous auctions for their services. Emargg, from
which requirement 1 is inspired, in studied in greater detail in chapter 3.

2. Sensors are typically constrained by the amount of power and/omidthdwhich is
available to them. This leads to the sensor being able to carry out only a fine tital
tasks that are demanded. As a result, we incorporate such sensors wittl Gatcity
(requirement 2) into the design of the mechanism in chapter 4.

3. The value for the particular data gathered by a sensor can depdhd data which has
been gathered by other sensors. This is especially true when sams®isfbrmation and
results in the interdependent valuation model (requirement 3) consittechepter 5.

4. A sensor may not always report a true value due to a variety ofmeasoluding faults,
maliciousness or noisy communication channels. Thus requirement 4 is thémine
such a failure-prone environment and is dealt with in chapter 6.

Having thus provided the scenario for this thesis, we now briefly coveresof the related
research in the area of market-based task allocation within sensor netwbik specifics of the
related work on each of the above issues are dealt with in the corresgartdipter.

1.2.1 Market-Based Task Allocation in Sensor Networks

Task allocation within sensor networks has traditionally been analysed tmel@assumption
that the sensors will work towards the global objective of the MSN. Thssbeen due to the
fact that most of these MSNs are owned by a single stakeholder andusgesulted in the
adoption of cooperative approaches [Padhy et al., 2006; Lesaky 2003; Clearwater, 1996].

However, market-based techniques are increasingly being adoptetkirtecontrol sensor net-
works. Within this space, a number of approaches consider imbuing thersemith selfishness
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in order to achieve a distributed control regime (e.g. [Gerkey and Ma&0bi2a; Sadagopan
and Krishnamachari, 2004; Rogers et al., 2005]), whilst [Dash et®5]Zonsider sensors that
are selfish due to their distinct ownerships. We consider each of theseiteras of related
work in turn.

In more detail, Gerkey and Mataric [2002a] develop the MURDOCH praétedach is loosely
based on a multiple auction model, for task allocation amongst a system of (aluth is a
collection of sensors and actuators). More specifically, in one particigi@nce of this protocol,
the following correspondence with auctions would hold: the item being awdtioould be a
task, the auctioneer would be the robot requesting the task, and the bithesa fneasure which
other idle robots provide. However, since they are operating within aszatipe environment
no payments are made in the system. Rather, selfishness and the auctiool pr@ased as a
means of carrying out a distributed allocation mechanism. The concegfishsess is further
investigated in [Sadagopan and Krishnamachari, 2004] where theytstmdihe routing of data
from sensors to a certain destination in the MSN. They construct a ganrelyheespite the
selfish actions of the agents, an optimal load-balanced data gatheringsudte m the network.
However, the concept of selfishness is selectively applied since tiésaggher up in the data
gathering tree have to commit to providing bandwidth for transmission of dailathey are
saturated. These agents are thus providing a service for no apgaimrenRogers et al. [2005]
correct this by designing a protocol in which parent nodes in the nesaamé incentivised to
forward data by the payments provided by the child nodes. These payanerdsnditioned on
the power that a sensor expends when forwarding data and the regutitngol has a close to
optimal performance. However, the designed payment protocol is lmestte assumption of
an inverse square power law governing the power expenditure (zioe leenot generalisable to
cases where this law is not obeyed) and is not robust to selfishnesstglnes not contain a way
of guaranteeing that the parent node will conform to the protocol orwesibeen paid (such as
in [Blankenburg et al., 2005]). The selfishness-related drawbé&dke aystems discussed here
are not major if the whole system is owned by a single stakeholder who cgrepn each sensor
to behave as it wishes. This is because the sensors will then conformdediymed protocol
and selfishness is used as a means to achieve a decentralised allocaioe.sétowever, it
also implies that these systems would fail if they were adopted in a contexéwheesensors
are owned by different stakeholders and thus are selfish by nather than by design. This
is because such sensors will be designed by each individual stakeltwdtl can take advantage
of these drawbacks for their selfish gain, which will, in turn lead to a degi@a of system
performance.

In contrast, in [Dash et al., 2005] a centralised auction is designed falliheation of data

between self-interested sensors. In this protocol, the value the sgisoeson data gathered
from other sensors is dependent on their own private information, hs&svéhat of the other

sensors. A trusted centre computes the allocation and then provides themgayonce the

allocation is carried out. This protocol is discussed in greater depth inatap
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Having thus explained the context of the research conducted within this,tixesnow detail
the specific research contributions.

1.3 Research Contributions

The research reported in this thesis stems from our analysis and desiigitributed allocation
and distributed information mechanisms. This research thus provides theifglmsights into
these two crucial aspects of distributed mechanisms:

e Distributed Allocation: Distributed allocation mechanisms require no centre to compute
and enforce the overall allocation. In this context, we study two such messha: simul-
taneous auctions (in Chapter 3) and the CDA (in Chapter 4). In both,casd#d that
the efficiency of the distributed mechanism implemented is less than the full edfjcie
that can be achieved with centralised mechanism. Thus, we can infer treatgfzecost
of distributing a mechanism in that we can no longer achieve full efficiedeyertheless,
we find that this cost is not overly prohibitive and in certain scenarios regydiified in
order to gain the advantages of distributed mechanisms. Furthermore, thengnpd¢ion
of distributed allocation mechanisms for scenarios involving multiple goods angles
utility functions is not straightforward and thereby requires a significantgh effort.

e Distributed Information: Distributed information mechanisms pertain to those situa-
tions where the agents require distributed information in order to formulate phefir
erences over outcomes. In such cases, we find that traditional mauosacasinot in-
centivise the agents to choose strategies that lead to desirable outcorsesforieh we
design novel efficient mechanisms (in Chapters 5 and 6) to deal with ssicibated
information.

Furthermore, in studying the computational properties of the centralisedamisots we de-
sign in Chapters 4, 5 and 6, we find that often the computation of the soluticards T his

results from the fact that such mechanisms require the exact computasofutbns in order
to guarantee their economic properties. Nevertheless, we reduce thatationmal load on the
centre in each of these mechanisms by designing appropriate algorithmgilo#ttbe problem

structure.

Finally, we study the application scenario of a MSN composed of individumllged sensors.
This provides a canonical problem in which the specific requirements Wieex earlier are
exhibited. We find that before designing mechanisms for these problemsijmpdtant to

properly formulate the specific goals that each individual sensor is ttgiaghieve. Moreover,
in addressing the specific requirements we advance the state of the arfalidiveng areas:
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1. Distributed Allocation. In Chapter 3, we develop for the first time the optimal strategy of
a buyer wishing to acquire a single unit in a simultaneous auction market tiog%$a
number of sellers each auctioning off a single identical item. This allows ustgsathe
equilibrium behaviour when the buyers in the market are of three typegtopal (such
buyers can bid in all auctions), (ii) dynamic local (such buyers can adlgttone auction,
but can randomly choose which auction to participate in) and (iii) static loagah(suyers
can only bid in one predetermined auction). We also prove that the lowedbmu the
efficiency of such markets is— % Furthermore, in Chapter 4, we develop a novel clearing
scheme (employing a distributed allocation mechanism based on the CDA) sdes to
with constrained capacity suppliers. We empirically show that the efficieheych a
mechanism is fairly high (aroung3%), even when employing very basic bidding and
selling strategie$.

2. Limited Capacity. We develop two new mechanisms for the case of multiple suppliers
with limited capacities competing to satisfy a demand. The first mechanism is cestralis
and ensures the desirable properties of incentive compatibility, effigiemtiyidual ra-
tionality and robustness via the introduction of a novel penalty scheme. WVeapran
algorithm that computes the allocation in pseudo-polynomial time. The secortthmec
nism is the distributed mechanism mentioned above and is based on the CDgoproto
This mechanism requires the design of a novel clearing scheme in ordedresa the
issue of constrained capacities. Furthermore, this mechanism is fair in tikws an
approximately equal sharing of profits between buyers and sellers.

3. Distributed (Interdependent) Information. We show for the first time how to derive
utility functions for a MSN scenario from information theory using a distributedr-
mation filter (which is a distributed way of measuring the information gain that a mea-
surement provides). Furthermore, we develop a novel mechanismef@iltication of
multiple goods (tasks) in the case when agents form their valuations froemvalisns
made by other agents (i.e. interdependent valuations). This mechanisavéngo be
incentive compatible, efficient and individual rational.

4. Uncertainty in Task Completion. We develop a novel mechanism that accounts for the
case in which an assigned allocation may not always be completed to thpguiGesl
level. Furthermore, different agents have different views aboutlveinean allocation
has been completed successfully. Thus, each agent has a measoweweélhthe other
agents are likely to perform a particular task (which we terntrast). Hence, for the
first time, we incorporate trust within the design of a mechanism. We then gostadg
the economic properties of the mechanism and evaluate its performancetagaer
closely-related mechanisms. We finally implement our mechanism using bothdinéar
dynamic programming techniques that reduces the complexity of computing tineabp
allocations and payments.

®The use of more sophisticated strategies generally leads to an increéfsgdncey [Vytelingum et al., 2004]
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FIGURE 1.2: Positioning of work done in this thesis in relation talbénges involved in CMD
and DMD.

To summarise, the work described in this thesis addresses a number sftisauarise when
using MD for the design of MASs. In effect, our aim is to apply the theorktioak developed
herein to MSN scenarios and simultaneously design distributed systems dnessthe chal-
lenges that have been outlined in the previous sections. This is illustratediagtically by
figure 1.2 which shows how the various strands of our work (which etailéd in the different
chapters) are positioned according to whether they deal with distributea@dio or distributed
information.

The work carried out in relation to this thesis has resulted in the publicatioredbtlowing
papers which are reported within this thesis:

e R. K. Dash, D. C. Parkes and N. R. Jennings (20@3)rhputational Mechanism Design:
A Call to Arm$ IEEE Intelligent Systems 18 (6) 40-47. (Chapters 1 and 2)

e E. H. Gerding, R. K. Dash, D. C. K. Yuen and N. R. Jennings (20@§timal Bidding
Strategies for Simultaneous Vickrey Auctions with Perfect Substitetes. of the 8th
Int. Workshop on Game Theoretic and Decision Theoretic Agents, (AANIB)S10-17.
(Chapter 3)

e R. K. Dash, P. Vytelingum, A. Rogers, E. David and N. R. Jenningsgp®larket-based
task allocation mechanisms for limited capacity suppli&SE Trans on SMC (Part A).
(Chapter 4)
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e R. K. Dash, A. Rogers, S. Reece, S. Roberts, and N. R. Jennifg8)(€onstrained
bandwidth allocation in multi-sensor information fusion: a mechanism desigroaph
Proc. 8th Int. Conf. on Information Fusion, Philadelphia, USA. (Chap}er

e R. K. Dash, A. Rogers and N. R. Jennings (200%)mechanism for multiple goods and
interdependent valuationsProc. 6th Int. Workshop on Agent-Mediated E-Commerce,
New York, USA, 197-210. (Chapter 5)

e A. Rogers, R. K. Dash, S. Reece, S. Roberts, and N. R. Jenni@§6)@omputational
Mechanism Design for MultiSensor Information FusiBroc. 5th Int. Conf. on Au-
tonomous Agents and Multi-Agent Systems (AAMAS 06), Hakodate, Jajfizamo Pa-
per)(Chapter 5)

e A. Rogers, R. K. Dash, N. R. Jennings, S. Reece and S. Robefi§)(@0mputational
mechanism design for information fusion within sensor netwBrks. 9th Int. Conf. on
Information Fusion (Fusion 06), Florence, Italy. (Chapter 5)

e R. K. Dash, S. D. Ramchurn, and N. R. Jennings (2004) "Trustebaszhanism design”
Proc. 3rd Int. Conf. on Autonomous Agents and Multi-Agent Systems (A&@4),
New York, USA 748-755. (Chapter 6)

Furthermore, this work has also spawned a number of publications thababzen reported
here (since they do not fit perfectly into the context of this thesis). Nesitass, these papers
relate to this thesis in the following ways:

e V. D. Dang, R. K. Dash, A. Rogers and N. R. Jennings (2006) Oppittey coalition
formation for task distribution in multi-sensor networks Proc. 21st Natiowoalf€ence
on Al (AAAI), Boston, USA.

This paper investigates the use of cooperative coalition formation with iseesworks
when sensors can belong to more than one coalition. It is related to the MSIdrac
considered in this thesis and builds upon the use of an information theorstcftma
utility functions (as in Chapter 5). However, in this paper, the sensorsoagerative and
the focus is on devising algorithms that allow such a computationally complex tésk to
achieved.

e E. Gerding, A. Rogers, R. K. Dash and N. R. Jennings (2Q@8hpeting Sellers in Online
Markets: Reserve Prices, Shill Bidding, and Auction Reesc. 5th Int. Conf. on Au-
tonomous Agents and Multi-Agent Systems (AAMAS 06), Hakodate, Ja208-1210.

This paper investigates how sellers can improve their revenue in a simulsaaection
environment using two common devices, namely reserve pricing (whereséteypub-
licly known minimum price for sale) and shilling (where they anonymously colluitle

a bidder to set a minimum sale price). As such, this paper is related to the sinoukane
auction environment studied within Chapter 3, though it concentrates orltbeside of
the auction.
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e P. Padhy, R. K. Dash, K. Martinez and N. R. Jennings (2@08lility-based sensing and
communication model for a glacial sensor netwéroc. 5th Int. Conf. on Autonomous
Agents and Multi-Agent Systems (AAMAS 06), Hakodate, Japan, 13681

This paper investigates the use of utility functions within a MSN in order to maximése th
data gathered by the sensors, whilst minimising the power consumed. Ittesdrédethe
MSN scenario considered in this thesis though differs crucially in that itadgg within

a cooperative rather than a selfish context.

e P. Vytelingum, R. K. Dash, M. He, and N. R. Jennings (2005) A fram&Jardesigning
strategies for trading agents Proc. Int Workshop on Trading AgesigDend Analysis,
IJCAI 05, Edinburgh, Scotland, 7-13.

e P. Vytelingum, R. K. Dash, M. He, A. Sykulski and N. R. Jennings (3006&ding strate-
gies for markets: A design framework and its application Lecture Notes in datifin-
telligence

These papers propose a framework for designing strategies forgragants that takes
into consideration the various signals that these agents receive whilsgtrétchas then
been applied in order to design a strategy for the the trading agent compptigiman
et al., 2004]. This research is related to Chapters 3 and 4, in that it mivates on the
design of strategies, though the technique employed has a heuristic thesetiian the
game-theoretic one used in Chapter 3.

e P. Vytelingum, R.K. Dash, E. David and N. R. Jennings (2004) "A ris&eoabidding
strategy for continuous double auctions” Proc. 16th European Garderon Atrtificial
Intelligence (ECAI 04), Valencia, Spain, 79-83.

This paper investigates the use of risk with a bidding strategy for the CDAdyging the
degree of aggressiveness of the strategy in relation to its value/co#tgnrddiction of
the equilibrium price. The resultant strategy outperforms current sieatdtat have been
proposed for the CDA and improves market efficiency. It is thus relatédetoesearch
carried out in Chapter 4 on the CDA mechanism.

e B. Blankenburg, R. K. Dash, S. D. Ramchurn, M. Klusch, and N. Rnilgs (2005)
Trusted kernel-based coalition formation Proc. 4th Int Joint Conf onarteous Agents
and Multi-Agent Systems (AAMAS 05), Utrecht, Netherlands.

This paper considers task allocation with uncertainty in task completion wheg as
cooperative game theoretic approach. As such, it is related to Chaptieough the
solution concepts employed are based on coalitional games rather than MD.

e |.Rezek, S. J. Roberts, A. Rogers, R. K. Dash and N. R. Jen200%]) Unifying learning
in games and graphical models Proc. 8th Int. Conf. on Information FuBldtadelphia,
USA.

This paper looks at integrating fictitious play (which is a model of learning in game
with probabilistic graphical models. As such itis related to the underlying tqukrused



Chapter 1 Introduction 19

within this thesis, namely game theory and views the field from a probabilistic pbint
view.

1.4 Thesis Structure

This section outlines the structure of the thesis giving a summary of the weskpied in each
chapter.

Chapter 2 discusses the theories relevant to our work, by reviewingctrmmaic principles
behind mechanism design. We discuss the possibility and impossibility resultslttatto the
different game theoretic equilibria, thereby outlining the implementable soa#efunctions
(i.e functions that specify what the desirable system-wide properties are)

Chapters 3 and 4 consider the case of distributed allocation in which theoetrigsted centre
that collects all the bids and performs the required calculation for an allocatiowever, they
differ in the distributed protocol which they implement. Chapter 3 considersdhe where
there is no coordination mechanism available to the buyers and sellersnthasto Chapter 4
compares the CDA protocol (in which there is an indirect coordination nmésmain the form

of the billboard posting current bids and asks) to a canonical centrgdiséalcol (the Vickrey-

Clarke-Groves Mechanism).

In Chapter 3, we first discuss a scenario in which buyer-sensokes thabid for tasks to be
performed by seller-sensors. The scenario leads to a model wheréiiypiersellers are selling
identical items simultaneously, whereas buyers have to choose the bidsldbeyap each of
the sellers. We study the optimal strategies that the global bidders shouldyewtpa faced
with different combinations of local and global bidders. In so doing, va@that the global
bidder should always place non-zero bids in all available auctionspécgige of a local bidder’s
valuation distribution. We then study the computational problem of finding ttimapstrategy
and prove that, for non-decreasing valuation distributions, the probltdimding the optimal

bids reduces to two dimensions. These results hold both in the case whererther of local

bidders is known (i.e. static local bidders) and when this number is deterrhinad?oisson
distribution (i.e. dynamic local bidders). In addition, by combining analytical simulation

results, we demonstrate that similar results hold in the case of several biddats, provided
that the market consists of both global and local bidders. Finally, weeaddhe efficiency of
the overall market, and show that information about the number of locattsdslan important
determinant for the way in which a global bidder affects efficiency.

In Chapter 4 we discuss a scenario which concerns the supply of tadedlérs in a market
where the total demand exceeds the maximum that any of the individual seltessipply. The
sellers have a particular cost structure consisting of a fixed cost ani eost of production.
We develop a modified centralised protocol in which we allow the sellers to comatarthese
defining characteristics of their cost function along with their capacity. M& show that the
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application of a penalty scheme is sufficient to ensure desirable econoogerfes of the
mechanism. We also study the computational complexity of finding the best alloeesiiog

this protocol. We then analyse the CDA where both sellers and buyersipatdicn a market
and thus the items that needs to be allocated are distributed over all agentsystdras, but
every agent knows which items are being allocated and the status of thetmafkkstudy the
economic properties of our modified CDA protocol by using very simple gfiegeand show
that the performance of this protocol is satisfactory when compared tetiietised protocol.

In Chapters 5 and 6, we study another form of distribution, namely the distibof infor-
mation (which can be characterised as the interdependence of valuatthegter 5 develops
a general mechanism for the case when there are multiple items in the markéearadua-
tions of a buyer depend on its own observation, as well as signals elseyvother buyers in
the system. To this end, in Chapter 6, we look at a particular form of interdkgmt signals,
namely trust, and develop a mechanism that incentivises the agents totrafidrilly about
their observed trust measure.

More specifically, in Chapter 5, we argue that interdependent valuaiensommon in MASs
and then go on to develop a general mechanism that has desirable ec@nopgdies. We
study its computational properties and show that the mechanism adds a ctomalitmad
only on the centre (as compared to classic mechanisms). We also investigatelization
for this mechanism which concerns a multi-sensor target detection scéamarfoch multiple
individually-owned sensors are monitoring a particular area with eactosbaving a particular
accuracy of measurement. We model this as a MAS and propose a valuaticiion based
around Information Theory that calculates the value each sensorthiasdionation gained by
other sensors.

In Chapter 6 we design a mechanism in which the uncertainty in the completiotask as

taken into account. We first investigate the case when each agent cathaejits own uncer-
tainty. We then analyse the more general case where each agent oanorepther agents’
uncertainties. Thus, we cannot hope to achieve a strong equilibrium (I®bapter 5) and in-
stead opt for a weaker equilibrium condition (ex-ante Nash equilibrium)aiétyse the prop-
erties of this mechanism and benchmark it against other comparable meshamée study
the computational properties of our mechanism and implement it using bothdinéatynamic
programming techniques that reduce the amount of computation requirattfiog the optimal

allocations and payments by reducing the size of the search space aimgjgast solutions.

Finally in Chapter 7, we summarize the main achievements of this thesis and hotheyell
satisfy the requirements discussed in this chapter. We also discuss tlefiiwa research
directions that have been identified for the fields of DMD and its applicationmiMiSNSs.



Chapter 2

Mechanism Design

Mechanism Design (MD) is the area of micro-economics concerned withidndesign systems,
using tools developed by game theory analysis, such that certain systenpwajkrties emerge
from the interaction of the constituent components. As such it providesatsie bn which a
large part of this thesis rests. We therefore provide in this section a bribematical outline
of the rich and important body of research to which MD has given rise[(&ekson, 2000; Os-
borne and Rubinstein, 1994; MasColell et al., 1995; Krishna, 2002ngézer, 2002] for more
comprehensive reviews.). This chapter thus presents traditional MiDhwhs concerned itself
with how to satisfy certain economic criteria (such as efficiently allocatinguress, maximis-
ing revenues or having a fair system) given the setting of selfish agenteriadtive decision
making. The newer challenges within mechanism design, namely computatizhdisaribu-
tion challenges have been reviewed in Chapter 1 and the related workcsfmeeach chapter is
discussed more extensively in each of the chapters.

In more detail, we will first present a basic model of a mechanism in Sectioar2l Explain
how different solution concepts may arise in mechanisms in Section 2.2. Weriésent some
of the social choice functions that traditional MD has concerned itself witeiction 2.3. We
explain what can and what cannot be achieved in Section 2.4. Within thisrsege present an
important mechanism, namely the Vickrey-Clarke-Groves (VCG) mechanisichwe refer
to extensively within this thesis.

2.1 Mechanisms

A mechanism (or game fornl) = (Z,0, S, ¢(.)) consists of a set of agenfs= {1...,1}
that each have a strategy sgt Each agent chooses its strategyc S; from its particular
strategy set given the private information contained in its types©; and an outcome function,

g: 51 x---x 8 — O, which sets the outcome. The way that each agent chooses its strategy

depends on how we model that agent. For example, it is commonly assumadehé choose

21



Chapter 2 Mechanism Design 22

their strategy so as to achieve their best outcome. The “goodness” otittenmeo € O is
measured by a utility function [Varian, 1999] that gives a numerical valueatth outcome
(higher being better) with; : O x ©; — R. Thus the assumption of each agent looking for
its best outcome, also known as the rationality assumption [Rubinstein, 2@02he stated in
terms of the utility function as:

Assumptior2.1. Rationality Assumption. An agent is termedational if it chooses its best
strategy,s;
57 = arg max Blui(g(s1, ..., 51))] (2.1)

whereFE].] is the expectation operator.

Given this setting, the mechanism is then designed so as to satisfy certaiia evitéch are
encompassed in the social choice function (S&FH): © x --- x O — O. We hence have
scf(0) being the outcome that satisfies the particular criteria set by the designee. tB&aim
of the mechanism is to achiegef(¢), we can restate the objective of the designer as being:

g(s1,...,81) = scf(0) (2.2)

We say that a mechanisthimplementsicf(0) whenever equation 2.2 is satisfied. The central
question in MD asks which set of desiderata (or whielf(#)) can and cannot be achieved
under a certain solution concept (which is a state that can be predicteduogizen a certain
mechanism). This question is partially answered in terms of results, tepassibility and
impossibilitytheories, which are discussed in greater detail in section 2.4 (after asiiscwn
the solution concepts and desirable desiderata set). One obvious wgpngtarachievescf(9)

is to ask the agents to report their types truthfully such that 0; and then seg(.) = scf(.).
Such mechanisms, in which; = ©;, are calleddirect mechanismga.k.adirect revelation
mechanisms):

Definition 2.1. Direct Mechanism.A direct mechanism is one in which the strategy spage,
available to each agent is reporting its type

However, a straightforward implementation of a direct mechanism doesuacamfee that the
agents would communicate the true valuedn order for this to happen, we need to build into
the mechanism the incentives for the agents to reveal their types truthfudlyy bgent finds
thatu;(g(0;,0_)) > us(g(6;,6_;)) where the reported typ& + 6;, then it has an incentive to
reportd;. Hence, we require;(g(6;,0_;)) < ui(g(0;,6_;)) for all i € T to ensure that each
agent reports its true type. Mechanisms in which this occurs are dalledtive compatible
mechanisms:

Definition 2.2. Incentive Compatible Mechanism. In an incentive compatible mechanism,
each agent € 7 has an incentive to tell the truth about its type; thatugg(0;,0-;)) >
ui(g(0:,0-3)), ¥ 0; € ©;, 0; # 0;.
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Thus we can see that we can implement the desit¢d.) by selecting a direct mechanism in
which ¢g(.) = scf(.) and setting the outcome function such that the mechanism is incentive
compatible. This insight is commonly termed tiegelation principle

Theorem 2.3. Revelation Principle. The revelation principle states that if a mechaniBra=
(Z,0,5,¢(.)) implementsscf(.), then there exists an incentive-compatible direct revelation
(ICDR) mechanisni; = (Z, O, scf(.)) that implementscf(.).

The revelation principle is a powerful tool for analysis. It enables atteritdoe restricted to
the class of ICDR mechanisms in the derivation of mechanisms that are pbsgiblesible to
implement. These mechanisms are easier to analyse since we only need tercthesichse
where agents have the restricted strategy space of just revealing thesir typwever, it should
be borne in mind that the revelation principle does not imply that we only ezt teeconsider
ICDR mechanisms. This is because these mechanisms may not have the cdmsipetational
properties. In short, the revelation principle is of prime importance within M&abse of two
main considerations:

1. Theoretical It concentrates attention on incentive-compatible direct mechanisms for the
development of impossibility and possibility results.

2. Practical. A designer can characterise thef(.) that needs to be satisfied in ICDR mech-
anisms. Then, this can be used to provid@emativeguide for the outcome and payments
that must be computed in a realised implementation, that need not itself be am€edR
anism. Hence, the revelation principle provides a necessary (butffiotesut) condition
for the existence of distributed mechanisms and hence provides a gasddvd3MD.

It is important to emphasise what the revelation principle dmggrovide. First, to reiterate the
last point on practicality, it provides normative goals for mechanism debigrdoes not imply
that the only mechanisms that are interesting in practice are direct-revelataraniems. As
we discussed in chapter 1, there are a whole host of reasons whglissutrdirect-revelation
mechanisms may be problematic from a computational perspective. Se@mndrtiative goals
are only relevant when agents are actually able to play the equilibrium sémtegsumed in
mechanism design. This assumption may itself not be reasonable with compaltgtimunded
agents.

To illustrate the points made in this section, we consider the example of the singl&itglish
auction (in which agents can bid at the current ask price or leave the mactibthe price in-
creases by some minimal bid increment 0 until only one agent is left). Using the revelation
principle, it is known that this non-ICDR mechanisiwan be transformed into an equivalent
ICDR mechanism, in this case\ackreyauction (a sealed-bid action where the winner is the

1This is non-ICDR since agents only reveal their private value increrhgriteereby giving only the information
that their value is higher (or not) than the current bid.



Chapter 2 Mechanism Design 24

highest bidder but who pays the second highest bid) [Krishna, 2002hore detail, the Eng-
lish auction ensures that the item is allocated to the agent having the highesioraof the
item (an economic desideratum ternahbcative efficiency The Vickrey auction also has the
same property, but it is an ICDR mechanism since the agents reveal thesr(tpghis case the
valuation of the items) and it is incentive-compatible (the agents can be pioVvave highest
utility when revealing their types truthfully). Notice, however, that the austane conducted in
a different manner; the most salient difference being that the Englidtoaus iterative in that
bidders incrementally increase their bids, while in the Vickrey auction thersiimée submis-
sion of bids. This demonstrates how a direct mechanism can have an iradiveterpart that
satisfies the same theoretical goals, but which has very different @idaticlementations.

Having discussed the ICDR mechanisms, we now need to study the soluticeptenThe role
of these concepts is to indicate which particular action or strategy a ratigaai would employ
under the mechanism we are designing. This, in turn, allows an analys@edidtion of the
mechanisms that is being designed.

2.2 Solution Concepts

Mechanism design requires a solution concept to predict the strategiagehts will select in
various circumstances. Knowing these strategies will, in turn, ensure thatrdiperties of a
particular mechanism can be predicted. Ostensibly, a mechanism may implenightunder
a wide variety of solution concepts, of which we only provide a few of thetnmggortant ones
here (see [MasColell et al., 1995] for a more in-depth study). As statebapter 1, it is up
to the designer to select the appropriate solution concept which is aclbgveettingS and
g(s). These design parameters, along with the design environment, will lead ecediffkinds
of solutions arising. For analysis, we can partition games into cooperatiVa@n-cooperative
games.

In this thesis we focus on competitive game theory purely because it hastlienore re-
searched field in terms of mechanism design and is more applicable to the sgwaliich we
wish to study (see Chapter 1). We present the three most important solatioaats in com-
petitive game theory below (see [Osborne and Rubinstein, 1994] fdtea freatment). Each
of the solution concepts presented require stronger assumptions gbatg and are, therefore,
a weaker implementation concept (i.e. the confidence with which the equilibdumnbe pre-
dicted is weaker or the environment in which the implementation is carried out s restric-
tive). Nevertheless, all these solution concepts are based aroundtibe of abest-response
strategy, which is the best strategy to play given the (expected) actimtharfagents. These
solution concepts relate &irategic gamega.k.a normal form games).

Definition 2.4. Strategic Game.A strategic gameés one where each agent 7 chooses its
strategys; € S; based on its preferences or tyfyec ©; which then leads to an outcome= O
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determined by the outcome functigi.). Thus a strategic game is completely defined by the
tuplel = (Z,©, 5, g(.))

Thus a strategic game is a one-shot game. The agents choose their actiche autcome
function determines the outcome. To this end, within stategic games we defiralthvarfg
three equilibrium solutions:

Definition 2.5. Dominant Strategy.In adominant strateggquilibrium each agent has a best-
response strategy no matter what strategy is selected by the other agemall\s we have:

57 (0;) = argmaxu;(0;, 9(s:(0:), s—i(0-:))), Vs—i,VO_; (2.3)

for all 9; € ©,.

Definition 2.6. ex post Nash Each agent’s strategy is a best-response to the strategy of other
agents, no matter what their types, as long as they also play an equilibrideggtra

*
S

(0;) = al“gff}gxui(%g(si(@i)ﬁ* (0-4))), VO (2.4)

—i
for all 6; € ©;, wheres* ,(0_;) denotes the strategies selected by other agents.

Definition 2.7. Bayesian-Nash.Each agent selects a best-response strategy to maximise its
expected utility given its beliefs about the distribution over types:

s;(0;) = arg max Ey_[ui(0;, 9(si(0;),52;(0-4)))] (2.5)

forall 0; € ©,.

A dominant strategy equilibrium is a very robust solution concept becansgent does not
need to form beliefs either about the rationality of other agents or aboulishéution over

the types of other agents. An example of a dominant strategy implementation isckieyw
auction. In this auction, the best strategy for an agent is to bid truthfullig iStrrespective of

what the other agents bid.

An ex postNash equilibrium requires common knowledge about the rationality of agauts,
does not require any knowledge about type distributions. In this sergmstNash has a no-
regret property such that an agent does not want to deviate fromateggreven once it knows
the strategies and types of other agents. As a simple example, a straightfbrdding strategy
in which an agent bids in each round of an ascending-price Vickretjoarcto maximise its
utility is an ex postNash equilibrium [Gul and Stacchetti, 2000; Parkes, 2601].

2This is a modified Vickrey auction where now the auction is conducted outtiphe rounds. At each round, the
results of the previous round are known and the auction ends whengsherehange in results over two rounds.

3This is not a dominant strategy in this relaxed auction because anothremaigét condition a “crazy strategy”
such as “I will bid to $1 million” on the price hitting a particular target value. listbase an agent that would
otherwise win should submit a jump bid past this target value.
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The weakest solution concept adopted in mechanism design Bayesian-Naslequilibrium
(BNE). In a BNE an agent must both hold beliefs about the rationality ofr@égents, and also
correct beliefs about the distribution on types of other agents. Thepfics-sealed bid auction
is a classic example with a simple Bayesian-Nash equilibrium. For example,asymmetric
distribution of agent types with values that are identically and independeistiybdtedv; ~

U (0, 1) the symmetric BNE is for agents to play(v;) = (|Z| — 1)v;/|Z|.

Given these solution concepts, we now focus on what properties wetwvamerge from the
mechanism when a solution has been reached.

2.3 Implementation of Social Choice Functions

Social choice functions are functions that are used to describe thenmegco a game. As
designers we seek to implement SCFs with desirable properties, and in thgestrpossible
equilibrium solution concept (because this then guarantees that thet@epéll be achieved).
However, we will see that there are often properties that cannot be implechim any mecha-
nism, even in a Bayesian-Nash equilibrium.

Typical desiderata in SCFs include [MasColell et al., 1995]:

Pareto optimality: SCF scf(-) chooses an outcom& such that there is no other outcome
o' € O in which one agent is better off without one of the others being worseiadf at
o, if u;(0;,0") > u;(0;,0*) for somei thenu;(6;, ') < u;(6;,0") for somej # i.)

Maximise social welfare: SCFscf(-) chooses an outcomg to maximise the total utility of
agents, i.escf () = max,co[>_,cn ui(fi, 0)]. Social-welfare maximising outcomes are
always Pareto optimal, and are sometimes calle@tfigientoutcome.

Maximise utility of centre: Maximise the expected utility to the auctioneer across all possible
mechanisms. Here, we consider outcomes that decompose into an allocatiageart
payments, and select a SG& (-) that maximises the expected value of the centre for any
goods not sold and the expected payment received by the centre.

Another constraint that is often placed on SCFs that involve payments wfthiadiget-balance
such that the total payment made by agents should exactly equal zeraisodifey is neither
injected into a system nor removed from it). This property is especially imgarissystems
that must beself-sustainingand require no external benefactor to input money into the system,
or a central authority that collects payments.

Finally, a designer of an open system should provide an incentive &ntagp join the system.
Suchindividually-rational mechanisms ensure the agent perceives a greater interest in joining
the mechanism rather than remaining outside it.



Chapter 2 Mechanism Design 27

We now have the ingredients to construct mechanisms that satisfy partiesidechta. How-
ever, as we shall see in the next section, there are some fundamersahcds on the mecha-
nisms we can build to satisfy a certain set of desiderata.

2.4 Important Impossibility and Possibility Theorems

In this section, we briefly cover some of the key impossibility results (resultptbsae the im-
possibility of implementing certain SCFs under certain solution concepts) asibgiy results
(which define mechanisms in which the environment and solution concephasen such that
certain SCFs are always satisfied). We have already expressedwadsstesire to implement
mechanisms in dominant strategies in section 2.2 due to the strength of the sotutcaptc
However, an important negative result, the Gibbard-Satterthwaite impossthiityem [Gib-
bard, 1973], states that it might be impossible to do so. Before stating thetheaoe shall first
define adictatorial SCF:

Definition 2.8. Dictatorial. A SCF scf(.) is dictatorial if3i : V0 = {6y,...,0;} € O,
scf(0) € {o € O:ui(o,6;) > u;(d,0;) Vo' € O}

Thus, in a dictatorial SCF, the outcomeailsvaysthe chosen outcome of only one agent. The
Gibbard-Satterthwaite theorem is then:

Theorem 2.9. Gibbard-Satterthwaite | mpossibility Theorem. In a setting consisting of

e agents with general utility functions (i.e they are derived from complete, tramsitid
strict preferences),

e afinite set of outcoma8, with more than 3 possible outcomes (i@] > 3)
any SCF which is incentive-compatible in dominant strategies is dictatorial.

The above theorem is quite negative, because coupled with the revelgtioiple, it implies

that we cannot implemeiiny mechanism based on dominant strategy given the (quite general)
conditions in these settings. As a result, even pareto-optimality, one of thebamsistdesidera-
tum, cannot be satisfied. One way to circumvent this impossibility result is tactabe utility
functions of the agents and the environment in which they are operatirgyreBlriction most
commonly applied is a simplexchangesnvironment (one in which goods are not produced but
only exchanged) in which the agents are assumed to hayesi-linear utility function. In
order to define a quasi-linear utility function, we first decompose the outéoiméwo parts.
Leto = (k,t) denote the outcome with € K defining the allocation in the space of possible
allocationskC and lett = (¢4, . ..,tx) be the transfer of money among agents.
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Definition 2.10. Quasi-linear Utility Function. A quasi-linear utility function is one which
can be expressed as:

ui(k, ti, 0;) = vi(k, 0;) +t; (2.6)
wherew;(k, 6;) is the value of allocatio to agent given its typed;.

Thus an agent with a quasi-linear utility function does not differentiate htvix@o outcomes,
one in which there is an allocatidnwith no transfers of money and another one in which there
is no allocation and it is being paid its value of the allocatigKk, 6;).

We will now present two mechanisms — the Vickrey-Clarke-Groves (V@) diAspremont-
Gerard-Varet (dAGVA) in the next section that achieve different séthe SCF. The mecha-
nisms are similar in that both achieve incentive-compatibility and efficiency. edewy whilst
the VCG mechanism is individually-rational but not budget-balanced, A& mechanism
is budget-balanced but not individually-rational.

2.4.1 Direct Mechanisms

With the restriction of quasi-linearity, we then have a family of direct mechanisensied
Vickrey-Clarke-Groves mechanisms, that implement an efficient andidhgiily-rational SCF
where truth-telling is a dominant strategy [Groves, 1973; Vickrey, 1984arke, 1971; Mas-
Colell et al., 1995]. These mechanisms form the basis of much of the wedepied in this
thesis.

The VCG mechanism has an outcome function specified by an allocationmaed a payment
functionr®. A typical forward VCG auction proceeds as follows

1. The auctioneer posts the set of iteidsit wishes to sell.

2. Each agent then reports its valuation function (K, 6;) for every possible allocation
K € K. K is the set of all possible sets of the itemslih

3. Each agentalso reports its typé;.

4. The centre then solves the following equation to find the efficient allocation

K* = (K, 0; 2.7
argg(lg%gv( ,0;) (2.7)

“Though a complete mechanism is defined by the tupig ©, S, g(.) >, we will in the case of auctions refer to
the outcome functiog(.) (which is defined by the tuple M, r >) as the mechanism. This is because auctions are
direct mechanisms whereby the strategy spgacethe same as the type spage

5A forward auction is one in which the auctioneer sells items and receive$dsithem, whereas a reverse auction
is one in which the auctioneer is buying items and receives asks for them.
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5. It also computes each transfeifrom each agent as:

r = |max 2 ‘vj(K,Hj) — ;'vj(K*,Hj) where—i=7Z\i (2.8)
jE—1 jE—1I

The VCG mechanism istrategyproofi.e. it is incentive-compatible under dominant strategies
[MasColell et al., 1995]. It achieves its strategyproofness via its paysodreme which aligns
the utility of the agent with the agent’s marginal contribution to the mechanism.ctpifaa
VCG mechanism, it can be observed that if an allocafidnis implemented, then the agent
derives a utility of:

uwi(K,0;) = Uz’(f(*, ;) — ?”z‘(f(*, 52)
_ L R (2.9)
=vi(K*,0;) + | > vi(K*,0;)| — [max > v;(K,0))

— Kek —
JE— JE€E—

Thus, agent can only manipulate (and try to maximise) the first two terms of equation 2.9.
We also note that this is the same maximisation that is precisely done by the cerjuaiioe

2.7. Thus, no matter what the other agents report, agean do no better than report its
valuation truthfully, thereby leading to the mechanism being strategyproofhérmore, since
the marginal contribution of an agent can only ever be non-negativa iflso be deduced that
the VCG is also individually-rational. Finally, given that all agents repathfiully, then the
mechanism implements the efficient allocati&i which satisfies:

K* = arg max 2 vi (K, 0;) (2.10)
However the VCG mechanism is not budget balanced. It often runswatgebdeficit although
in an auction setting, the mechanism will run at a surplus to the auctioneegeBhbdlance is
an important criteria, for example, in the generalised setting of excharigesmwitiple buyers
and sellers and a mechanism serving as an intermediary. Even within thigsgss¢he VCG
mechanism is not budget-balanced and will run at a deficit [Parkes 208L]. In fact, the Hur-
wicz impossibility theorem [Hurwicz] tells us it is futile to search for an incenteepatible
mechanism implementing efficient, budget balanced SCF in dominant strategies:

Theorem 2.11.Hurwicz I mpossibility Theorem. There does not exist any incentive-compatible
mechanism that implements a SCF that is efficient and budget-balancedninaht strategy
equilibrium, even with quasi-linear preferences.

There are then two ways around this problem. We can clear exchartpeptinally to explic-
itly sacrifice some efficiency in return for budget-balance [McAfee, 21 $arkes et al., 2001].
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Alternatively, in order to be able to achieve budget-balance and efficiergccan use a weaker
implementation concept (namely Bayesian-Nash equilibrium). Under this sotgiarept, it is
then possible to use the d’Aspremont-Gerard-Varet-Arrow (dAGVA)macsm [d’Aspremont
and Gerard-Varet, 1979; Arrow] so as to achieve both budget bglafficiency and incentive
compatibility. Though we do not use the dAGVA in this thesis, we intend to useutime work
due to the fact that it is also budget-balanced. We thus present it herempleteness. We also
believe that in certain systems, this requirement may be quite important and shifysthe use
of mechanisms derived from the dAGVA despite the weaker solution ctncep

The dAGVA mechanism, also known as an “expected form” Groves mechaaghieves indi-
vidual rationality, efficiency and budget-balance under Bayesiam-Kgsilibrium. It consists
of an allocation rule which is the same as in the VCG mechanism but differgaliyuic its
payment scheme (though the structure is quite similar). The “expected foisaan this case
because the centre forms an expectation over the types of the agernitaien calculating the
impact of agent. In more detail, the dAGVA mechanism proceeds as follows:

1. The auctioneer posts the set of itefdsit wishes to sell.

2. Each agent then reports its valuation function (K, 6;) for every possible allocation
Kek

3. Each agentalso reports its typé}

4. The centre then solves the following equation to find the efficient allocation

~

K* = arg max vi(K,@-) (2.11)
5. It also computes each transfeifrom each agent as:

T, = xz(H_z) — Eaii III{ISI)C( - "Uj(K((gi, 9—1‘)7 9]) (2.12)
JjE—1

The dAGVA mechanism thus preserves incentive-compatibility since in thes tbe@expected
utility that an agent derives is then:

ui (K, 0;) = Ey_, [Iélgl)évi(K(@,ei),Qi)} —ri(K, 0;)
] R (2.13)

= Egii — 1'1(0_1)

Ill(lg%;vi(f((@‘, 0_i),0;)

Thus, we again have that the agent can only control the first part afathsfer in equation 2.13,
which it maximises when submittiry = 6;.
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Eff | B.B | IR | Solution Possible Environment
Concept | & Impossible
No Dominant| Gibbard - General
No Satterthwaite
No
Yes | No | Yes | Dominant VCG Quasi-linear utility
Exchange Env
No | No Dominant Hurwicz Exchange Env
Yes | Yes | No | Bayesian dAGVA Quasi-linear utility
Nash Exchange Env
No | No | No | Bayesian Myerson Quasi-linear utility
Nash Satterthwaite Exchange Env

TABLE 2.1: Table showing possibility and impossibility resuli$ie first three columns show
the SCFs that can/cannot be achieved in tandem

The dAGVA mechanism can also achieve budget-balance by carefatisal®f the function
xi(é\_i). In effect, for budget-balance, we require thaf._; r; = 0 which implies that:

Z zi(0_;) — Ey_, max 'vj(K(%G—z),@j) =0
i€ JjE—I

~

Thus, anyz;(0_;) satisfying the above, would lead to a budget-balanced mechanism. One pos-

~

sible form is thatc;(0_;) is the average of the negative part of the transfer of all the other agents
(see equation 2.12):

~ 1
2il0-i) = Fr 9

> By, max Z'vj(K(ijé'—j)ﬁj)

jE—1 jE—1

However, achieving incentive-compatibility, budget-balance, efficiemzyindividual rational-
ity in the dAGVA mechanism is impossible due to the Myerson-Satterthwaite Imjlagsitne-
orem [Myerson and Satterthwaite, 1983].

Theorem 2.12. Myerson-Satterthwaite | mpossibility Theorem. There does not exist any mech-
anism that implements a SCF that is efficient, budget-balanced and indiyidational in
Bayesian-Nash strategy equilibrium, even with quasi-linear preferences

Hence, in the context of designing systems for MAS, we can either use@@ rdechanism

in order to achieve efficiency, incentive-compatibility and individual ratlity under dominant

strategies or opt for the weaker solution concept of Bayesian-Naslibeigm so as to achieve
budget-balance as well while sacrificing individual rationality. Table 2e5@nts a summary of
the results discussed in this section.
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2.5 Summary

In this section we have given a brief overview of the economic principlesvad in mechanism
design. We provided a generic model of a mechanism and discussed $dhee different
solution concepts under which a mechanism may be implemented. We then stadieter of
desiderata which we might wish a SCF to be endowed with while explaining whiticglar set

can or cannot be achieved under the respective solution concepile. di¢cussing the theories

in this chapter, we have implicitly made three assumptions (which are also commorsto mo
work in these areas):

1. There is always a trusted centre that can gather the necessarsodatad agents nd can
compute and enforce the outcome.

2. In a reverse auction, an agent has the capacity to fulfill the demanite@dpy the auc-
tioneer.

3. An agent’s valuation or cost is derived from a private observatias type only.

4. Once an agent has been allocated a task in a reverse auction, it willeteritgo the
predefined specifications which have been agreed with the allocator.

However, as we argued chapter 1, these assumptions do not alwedya MASs. Thus,in the
next four chapters, we deal with the challenges posed by removingasadmption. Specifi-
cally, we study the case where there is no trusted centre in Chapter 3lgginga simultaneous
auction scenario. We then remove the assumption of unconstrained capdchgpter 4 and
design a centralised mechanism with desirable SCFs for this case. Within dipiechwe also
design a distributed mechanism and compare its performance with that ofrtinalised one.
We then address the third assumption by designing a mechanism for multiplse goddn-

terdependent valuations in Chapter 5. Finally, we remove the last assurmp@irapter 6 by
considering agents that have a certain failure rate and we go on to desigoh@nism with
desirable SCFs for this case.
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Distributed Allocation Mechanisms
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The first part of this thesis will consider issues associated with distribliiechtion mecha-
nisms. This is a core challenge within distributed mechanisms (as highlighted in figdre
I.1). Specifically, this challenge considers how to design mechanisms wlenishno trusted
centre who collects data from all the agents and determines the allocatisoafees and pay-
ments within the system.

Design Perspective Design Challenge
Distributed
_ Allocation
Strategy Design ,;/)W (Part 1)
Computational
Mechanism
Design of Design
Protocol / Mechanism for \
L Interdependent
Valuations (Chapter 5)
Mechanism with _I
Uncertainty in Task L.
Allocation (Chapter 6) Distributed
Information
(Part 11)

FIGUREI.1: The challenges addressed and the design perspectatdfof the thesis

Within distributed allocation mechanisms, the allocation of resources and ptsymeist be
determined via the interactions of each agent rather than at a central Sattt. mechanisms
are very attractive for sensor networks since they have the advantégeactability, robust-
ness, trustworthiness and reduction of bottlenecks (see Chapter Inforeadetailed discus-
sion). Now, within a cooperative setting, distributed task allocation hasésdensively studied
[Lesser and Corkill, 1981; Jennings and Bussmann, 2003; Pynaddtfizenbe, 2003; Kraus
et al., 1998]. However, the implementation of these mechanisms remain a ckallbeg con-
sidering selfish agents since these agents act to maximise their own utilities egfdrénevould
not collaborate unless there is an incentive to do so. As a result, the distlibllocation
mechanisms we study in this thesis all show a certain loss of efficiency wiepaced to their
centralised counterparts.

In more detail, Chapter 3 reports on the optimal strategies that should b&eeddppagents
within a simultaneous auction environment. Here the distributed allocation cgingeseach of
the seller agents independently determine which buyer agent will be alldbaiedervice. We
then analyse another distributed mechanism based on the CDA in Chaptéstdcehsidering



35

constrained capacity suppliers. In this case, the distributed allocation esrargof the interac-
tions between buyers and sellers. In order to benchmark the distributédnism, we design
a centralised protocol for this scenario.



Chapter 3

A Mechanism Employing
Simultaneous Auctions

In this chapter, we address requirement 1 of this thesis (as detailed itecigpby studying
a distributed allocation mechanism. We do so by analysing a market in which tus goe
auctioned concurrently by a number of sellers, rather than by a singlealised auctioneer.
Thus, the allocation of the goods is not computed by a centre, but ratheteisrdned by the
behaviour of the buyers in each of the parallel auctions. This theredsrdts in a distributed
allocation mechanism whose properties we study in this chapter. Furthemeoohoose these
simultaneous auctions, since they provide us with a baseline performandistfduted allo-
cation mechanisms in which the agents are selfish. This is because neithelidrersor the
buyers can coordinate in order to set the price of an item (unlike in the CB&enhis occurs
indirectly via a billboard).

In order to study the distributed allocation mechanism, we first need to dasijaralyse the
optimal strategy for a bidder (assumed to be rational) in such a market. VWeezamvestigate
an important global property of this distributed market, namely its efficierayirmgent upon
this strategy. Now, the optimal strategy for a bidder is dependent on theofypempeting

bidders it faces and the amount of knowledge it has about the markee(aball see later on
in this chapter). Furthermore, the efficiency of the market depends dyphkeof bidders that
participate in these markets.

The remainder of this chapter is structured as follows. Section 3.1 placegseisrch in the
global context of MASs and details the advances we make to the state of thetas area. In

Section 3.2, we describe the MSN scenario in which such distributed auciions. We then
discuss the related work in the field of simultaneous auction in Section 3.3.ctin$8.4 we

describe the bidders and the auctions in more detail. In Section 3.5 we inte#tigaase with a
single global bidder and characterise the optimal bidding behaviour foedtidh 3.6 considers
the case with multiple global bidders and in Section 3.7 we address the mditienel and

the impact of a global bidder. Section 3.8 concludes and discusses ke

36
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3.1 Introduction

In recent years, there has been a surge in the application of auctmthsoitdine and within
multi-agent systems [Airiau and Sen, 2003; Clearwater, 1996; Gerdalg 2006b; Dash et al.,
2005; Rosenthal and Wang, 1996; Roth and Ockenfels, 2002]. ésiét rthere are an increasing
number of auctions offering very similar or even identical goods andcssrvin eBay alone, for
example, there are often hundreds or sometimes even thousands afrenhauctions running
worldwide selling such substitutable iteln#gainst this background, it is important to develop
bidding strategies that agents can use to operate effectively acrose awitber of auctions.
To this end, in this chapter we devise and analyse optimal bidding strategia$idder that
participates in multiple simultaneous auctions for goods that are perfeditstdss

To date, much of the existing literature on simultaneous auctions focusesaitbemplemen-
tarities, where the value of items together is greater than the sum of the iralivtielons, or
on heuristic strategies for simultaneous auctions (see Section 3.3 for ntaile)dén contrast,
here we consider bidding strategies analytically and for the case otcpstfiestitutes. In par-
ticular, our focus is on simultaneous Vickrey or second-price sealedugiibas. We choose
these because they are communication efficient (since they are direcmssuhl as defined in
Chapter 2) and well known for their capacity to induce truthful biddinggKmna, 2002], which
makes them suitable for many multi-agent system settings. Within this setting, ablarto
characterise, for the first time, a bidder’s utility-maximising strategy for bgldirany number
of such auctions and for any type of bidder valuation distribution.

In more detail, we first consider a market where a single bidder, calledldhal bidder can
bid in any number of auctions, whereas the other bidders, calldd¢hkebidders are assumed
to bid only in a single auction. For this case, we find the following results:

e Whereas in the case of a single second-price auction a bidder’s asggtrs to bid its
true value, this is generally not the case for a global bidder. As we diaW,sts best
strategy is in fact to bid below its true value.

e We are able to prove that, even if a global bidder requires only one itemxpested
utility is maximised by participating in all the auctions that are selling the desired item.

e Finding the optimal bid for each auction can be an arduous task when edngicll
possible combinations. However, for most common bidder valuation distrilsticmare
able to significantly reduce this search space.

e Empirically, we find that a bidder’s expected utility is maximised by bidding at aivels

high value in one of the auctions, and equal or lower in all other auctions.

We then go on to consider markets with more than one global bidder. Due tortigexity of
the problem, we combine analytical results with a discrete simulation in order torivathe

o illustrate, at the time of writing, over one thousand eBay auctions wéirgstae iPod mini 4GB.
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derive the optimal bidding strategy. By so doing, we find that, in a market with global
bidders, the optimal strategy does not converge. In fact it fluctuatesebe two states. If the
market consists of both local and global bidders, however, the glathééis’ strategy quickly
reaches a stable solution and we approximate a symmetric Nash equilibriurmeutco

Finally, we consider the issue of market efficiency when there are solitaneous auctions.
Efficiency is an important system-wide consideration within multi-agent systeros giohar-
acterises how well the allocations in the system maximise the overall utility (s@ers2c3).
Now, efficiency is maximised when the goods are allocated to those who valoetiie most.
However, a certain amount of inefficiency is inherent to a distributed muakere the auctions
are held separately. In this chapter, we measure the inefficiency of teavih local bidders
only and consider the impact of global bidders on this inefficiency. Inaog] we first prove
that the efficiency of distributed markets with only local bidders has a lowant given by
1 — 1/e. Furthermore, we find that the presence of a global bidder has a slighpobitive,
impact on the efficiency when the number of local bidders is known, birt general, negative
when there exists uncertainty about the exact number of bidders. forerimformation about
the market plays an important role in the social welfare of the system.

In the next section, we discuss how a market consisting of multiple simultaaectiens arises
within the MSN scenario we introduced in section 1.2.

3.2 Distributed Allocation within the MSN Scenario

Within this chapter, we consider a sensor network in which a trusted cemdierbt exist (as
shown in figure 3.2). Given this constraint, the individual sensors ingg®n of interest then
have to sell their services independently, whilst the sensors wishing tiraatpta about this
region will have to choose which auction(s) to attend and participate in.

Hence, this MSN can be modelled as a distributed market in which simultanectisnguof
the same sensing service are being conducted by sensors of a pattipelaiThe bidders in
this market are the sensors wishing to acquire data that this service poteprimafigies. Now,
each of these buying sensors will attach different levels of importance tdatfi@edue to the
different reasons they may require it for (e.g. a sensor that is cgroginwide-area surveillance
for military purposes will be more interested in improving its view if it detects a pliee
body than a sensor interested in habitat-monitoring). As a result, eachsefboging sensors
will have a certain individual value for the service which will be determingdhe goal set by
their owners. Furthermore, the buyers do not discriminate between thieeseprovided by
the different agents and thus the item provided by each of the sellingrsera@obe viewed as
completely substitutable. We shall consider two types of sensors in thisrecenae first type
is one that is severely constrained in the bandwidth available to it and thegdoides to bid
at only one auction (since it cannot commit bandwidth to receiving more tharservice). In
contrast, the second type has sufficient bandwidth to place bids at alldtalde auctions.
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FIGURE 3.1: Multisensor scenario showing highlighting the disited mechanism require-
ment addressed within this chapter.

Having thus described our scenario, we now provide an overview ok®arch that has been
carried out within simultaneous auctions.

3.3 Related Work

Research in the area of simultaneous auctions can be segmented alongaditirigs. On the
one hand, there is the game-theoretic analysis of simultaneous auctionscohadntrates on
studying the equilibrium strategy of rational agents [Engelbrecht-WiggadsWeber, 1979;
Krishna and Rosenthal, 1996; Lang and Rosenthal, 1991; Rosenth&Vang, 1996; Szentes
and Rosenthal, 2003]. Such analyses are typically used when the afoctizat employed in
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the simultaneous auctions is the same (e.g. there are N second-price aactifisst-price
auctions). On the other hand, heuristic strategies have been devetopeat& complex settings
when the sellers offer different types of auctions or the buyers nebdytdundles of goods
over distributed auctions [Airiau and Sen, 2003; Byde et al., 2000; r@rale et al., 2001;
Anthony and Jennings, 2003]. This chapter adopts the former agpmoatudying a market
of M second-price simultaneous auctions since this approach yieldshbyawatimal bidding
strategies. Furthermore, it allows us to predict equilibrium strategies aadhibsteady state in
the markets. This then allows us to place worst-case guarantees on dutluteid allocation
mechanisms.

In this case, the seminal paper by Engelbrecht-Wiggans and Webd] [i@~ides one of the
starting points for the game-theoretic analysis of distributed markets whgezsbliave sub-
stitutable goods. Their work analyses a market consisting of couplesghegiral valuations
that want to bid for a dresser. Thus, the couple’s bid space can at omsirctwo bids since
the husband and wife can be at most at two geographically distributed msistioultaneously.
They derive a mixed Nash equilibrium (see section 2.2) for the specldasre the number of
buyers is large and also study the efficiency of such a market and shofettocal bidders the
market efficiency id — 1/e. Our analysis differs from theirs in that we study simultaneous auc-
tions in which bidders have different valuations and the global biddebichim all the auctions
simultaneously (which is entirely possible for the sensor scenario we eur(sisl discussed in
section 3.2), as well as more generally in online auctions).

Following this, Krishna and Rosenthal [1996] then studied the case of simeolia auctions
with complementary goods. They analyse the case of both local and giddakr® and char-
acterise the bidding of the buyers and resultant market efficiency. ditiagsthey provide is
further extended to the case of common values by Rosenthal and W&]).[Hdwever, neither
of these works extend easily to the case of substitutable goods which sieleonThis case is
studied in [Szentes and Rosenthal, 2003], but the scenario consislegstticted to three sellers
and two global bidders and with each bidder having the same value (amdyharowing the
value of other bidders). The space of symmetric mixed equilibrium strategiesii®d for this
special case, but again our result is more general.

3.4 Bidding in Multiple Vickrey Auctions

The model consists ot/ sellers, each of whom acts as an auctioneer. Each seller auctions one
item; these items are complete substitutes (i.e., they are equal in terms of valudialiaeéra
obtains no additional benefit from winning more than one item). hauctions are executed
simultaneously; that is, they end simultaneously and no information about tbenoe of any

of the auctions becomes available until the bids are pfadaf also assume that all the auctions

2Although this chapter focuses on sealed-bid auctions, where this is thetbasonditions are similar for last-
minute bidding in iterative auctions such as eBay [Roth and Ockenfel&].200
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are symmetric (i.e. a bidder does not prefer one auction over anotliea)lyFwe assume free
disposal (i.e. a bidder can freely dispose of items if it is allocated more theguested) and
bidders with quasi-linear utility functions (see Section 2.4).

3.4.1 The Auctions

The seller’s auction is implemented as a second-price sealed bid auctiore thibehighest
bidder wins but pays the second-highest price. This format hasatexbrantages for an agent-
based setting. Firstly, it is communication efficient. Secondly, for the singtéem case (i.e.,
where a bidder places a bid in at most one auction), the optimal strategy is thebidue
value and thus requires no computation (once the valuation of the item is knbkia strategy

is also weakly dominadt(see chapter 2) and is therefore independent of the other bidders’
decisions. As a result, it requires no information about the preferaiagher agents (such as
the distribution of the valuations).

3.4.2 Global and Local Bidders

We distinguish between global bidders and local bidders. The formebidaim any number

of auctions, whereas the latter only bid in a single auction. Local bidderassumed to bid
according to the weakly dominant strategy and bid their true valuation. Wadmartwo ways

of modelling local biddersstaticanddynamic In the first model, the number of local bidders
is assumed to be known and equalNpfor each auction. In the latter model, on the other hand,
the average number of bidders is equal\ig but the exact number is unknown and may vary
for each auction. This uncertainty is modelled using a Poisson distributiore (details are
provided in Section 3.5.1).

As we will later show, a global bidder that bids optimally has a higher expexiiégt compared
to a local bidder, even though the items are complete substitutes and a bitjdexcuires one
of them. Nevertheless, we can identify a number of compelling reasons athgllrbidders
would choose to bid globallf:

¢ Information. Bidders may simply not be aware of other auctions selling the same type of
item. Even if this is known, however, a bidder may not have sufficient inédion about
the distribution of the valuations of other bidders and the number of participlaididers.
Whereas this information is not required when bidding in a single auctiom(sexf the

A weakly dominant strategy differs from a dominant one in that emplogimgakly dominant strategy results
in the agent deriving at least as much utility as employing any other stréasgypposed to deriving strictly more
utility in the dominant strategy case). Since the difference is not consgglie the choice of the strategy, we shall
henceforth refer to equilibrium strategy in a Vickrey auction or a VCG ragidm as dominant.

“It can be argued that the latter three reasons can be incorporated intditpéunction of the agent so as to give
a more grounded model. However, this is beyond the scope of this chapt@evertheless, explains why bidders
do not bid globally.



Chapter 3 A Mechanism Employing Simultaneous Auctions 42

dominance property in a second-price auction), it is important when biddingultiple
simultaneous auctions. Such information can be obtained by an expedrusetearned
over time, but is often not available to a novice.

e Bounded Rationality. As will become clear from this chapter, an optimal strategy for a
global bidder is harder to compute than a local one. A bidder will therefiolsebid glob-
ally if the costs of computing the optimal strategy outweigh the benefits of the ahlitio
utility.

e Participation Costs. Although the bidding itself may be automated by an autonomous
agent, it still takes time and/or money, such as entry fees and time to setupcamiacc
to participate in a new auction. Occasional users may not be willing to makeasuch
investment, and they restrict themselves to sellers or auctions with which thignaifiar.

e Risk Attitude. Although a global bidder obtains a higher utility on average, such a bidder

runs a risk of incurring a loss (i.e., a negative utility) when winning multiple aostié\
risk averse bidder may not be willing to take that chance, and so may ctwpasdicipate
only in a single auction to avoid such a potential loss.

e Budget Constraints. Related to the previous point, a budget constrained bidder may not

have sufficient funds to make a loss in case it wins more than one auctioraréndetail,
for a fixed budgeb, the sum of bids should not excegdhereby limiting the number of
auctions a bidder can participate in and/or lowering the actual bids thaleaespn those
auctions.

From the above, we believe it is reasonable to expect a combination of glutbéocal bidders,
and for only a few of them to be global bidders. In this chapter, we aeaahgscase of a single
global bidder theoretically, and then use a computational approach teszditire case with at
least two such bidders.

3.5 A Single Global Bidder

In this section, we provide a theoretical analysis of the optimal bidding syrdted global
bidder, given that all other bidders are local and simply bid their true tialuaAfter we de-
scribe the global bidder’'s expected utility in Section 3.5.1, we show in Sectog $hat it is
always optimal for such a bidder to participate in the maximum number of auciaisble.
Subsequently, in Section 3.5.3 we discuss how to significantly reduce thdeatypf finding
the optimal bids for the multi-auction problem, and we then apply these methodd taptimal
strategies for specific examples.



Chapter 3 A Mechanism Employing Simultaneous Auctions 43

3.5.1 The Global Bidder's Expected Utility

We use the following notation. The number of sellers (or auction&) iz 2 and the number of
local bidders isV; > 1. A bidder’s valuation € [0, v,q.] is randomly drawn from a cumulative
distributionF" with probability densityf, wheref is continuous, strictly positive and has support
[0, Vmaz]. A global bid B is a set containing a bibl € [0, v,,q,] for each auction < i < M
(the bids may be different for different auctions). For ease of d@kipos we introduce the
cumulative distribution function for the first-order statist@¢h) = F(b)™ € [0, 1], denoting
the probability of winning a specific auction conditional on placing bid this auction, and
its probability densityy(b) = dG(b)/db = N, F(b)™~1 f(b). Now, the expected utility/ for a
global bidder with global bids and valuation is given by:

U(B,v)=v {1 - [ -G

b;eB

b;
- /0 yg(y)dy (3.1)

Here, the left part of the equation is the valuation multiplied by the probabilitytkieaglobal
bidder winsat leastone of the)M auctions and thus corresponds to the expected benefit. In
more detail, note that — G(b;) is the probability ofnot winning auction: when biddingb;,
[1y,e5(1 — G(b:)) is the probability of not winning any auction, and thus [ [, 5(1 — G(b:))

is the probability of winning at least one auction. The right part of equaidncorresponds

to the total expected costs or payments. To see the latter, note that the dxpmpteent of

a single second-price auction when biddingqualsfé’ yg(y)dy (see [Krishna, 2002]) and is
independent of the expected payments for other auctions.

Clearly, equation 3.1 applies to the model watatic local bidders (i.e., where the number of
bidders is known and equal for each auction (see Section 3.4.2)).udowee can use the same
equation to modaflynamiclocal bidders in the following way:

Lemmal. By replacing the first-order statist{&(y) with:

~

G(y) — eNl(F(y)_l) (32)

and the corresponding density functigty) with g(y) = N; f(y)eMF®-1  equation 3.1
becomes the expected utility where the number of local bidders in each aisctiescribed by
a Poisson distribution with averagé (i.e. where the probability thai local bidders participate
is given byP(n) = Nj*e= ™ /nl).

Proof. To prove this, we first show that(-) and F'(-) can be modified such that the number of
bidders per auction is given bytanomialdistribution (where a bidder’s decision to participate
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is given by a Bernoulli triaP) as follows:
Gy =Ft =1-p+pFE)", (3.3)

wherep is the probability that a bidder participates in the auction, Ahi the total number

of bidders. To see this, note that not participating is equivalent to bidding zAs a result,
F’(0) =1 — psince there is & — p probability that a bidder bids zero at a specific auction, and
F'(y) = F'(0)+p F(y) since there is a probabiligythat a bidder bids according to the original
distribution F'(y). Now, the average number of participating bidders is giveiNpy= p N. By
replacingp with N;/N, equation 3.3 becomés (y) = (1— N;/N +(N;/N)F(y))". Note that

a Poisson distribution is given by the limit of a binomial distribution. By keepWagonstant
and taking the limitV — oo, we then obtair’ (y) = eM(F@-1) = G(y). O

The results that follow apply to both the static and dynamic model unless stataoisi.

3.5.2 Participation in Multiple Auctions

We now show that, for any valuatidn< v < v,q., & utility-maximising global bidder should
always place non-zero bids in all available auctions. To prove this, o Himat the expected
utility increases when placing an arbitrarily small bid compared to not particgpatian auc-
tion. More formally:

Theorem 3.1. Consider a global bidder with valuatioh < v < v,,,4, and global bid3, where
b; < v forall b; € B. Supposeé; ¢ Bforj € {1,2,..., M}, then there exists & > 0 such
thatU(B U {b;},v) > U(B,v).

Proof. Using equation 3.1, the marginal expected utility for participating in an additzune
tion can be written as:

bj
U(BU {bj},b) — U(B,v) = vG(b;) [[ (1 - Gby)) - / yoldy (3.4
b,eB 0

Now, using integration by parts, we hay# yg(y) = b;G(b;) — fobj G(y)dy and the above
equation can be rewritten as:

U(BU{bj},b) —U(B,v) = G(bj)

bj
v[[a-a®)) - bj] +/0 Gly)dy  (3.5)

b,eB

Letb; = ¢, wheree is an arbitrarily small strictly positive value. Clearly(b;) andf(fj G(y)dy
are then both strictly positive (singdy) > 0). Moreover, given thal; < v < vy, forb; € B

5This is a commonly assumed distribution that governs the participation oftsicdthin auctions [David et al.,
2005]
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and thatv > 0, it follows thatv [, c5(1 — G(b;)) > 0. Now, supposé; = v [Ty,e5(l —
G(b;)), thenU(BU{b;},b) —U(B,v) = G(b;) [3v [Ty,e5(l — G(bi))] +f0bj G(y)dy > 0 and
thusU (B U {b;},b) > U(B,v). O

3.5.3 The Optimal Global Bid

A general solution to the optimal global bid requires the maximisation of equatiom3\/
dimensions, an arduous task, even when applying numerical methodss $ethion, however,
we show how to reduce the entire bid space to two dimensions in most cases(dimeious,
and one discrete), thereby significantly simplifying the problem at hansk, Riswever, in order
to find the optimal solutions to equation 3.1, we set the partial derivativesdo ze

=g v TT a-6) —n| =0 (3.6)

bjeB\{b:}

Now, equality 3.6 holds when eithe(b;) = 0 or [T, ¢\ 5,3 (1 — G(bj))v — b = 0. In the
dynamic modelg(b;) is always greater than zero, and can therefore be ignored (gii¢e=

N f(0)e~™ and we assumg(y) > 0). In the static modelg(b;) = 0 only whenb; = 0.

However, theorem 3.1 shows that the optimal bid is non-zero6 farv < v,,q:. Therefore, we
can ignore the first part, and the second part yields:

b=v [ (-G (3.7)

beB\{bi}

In other words, the optimal bid in auctiaris equal to the bidder’s valuation multiplied by the
probability of not winning any of the other auctionsis straightforward to show that the second
partial derivative is negative, confirming that the solution is indeed a maximbem keeping
all other bids constant. Thus, equation 3.7 provides a means to derivetimalbid for auction

1, given the bids in all other auctions.

3.5.3.1 Reducing the Search Space

In what follows, we show that, for non-decreasing probability densihctions, such as the
uniform and logarithmic distribution, the optimal global bid consists of at mostdifierent
values foranyl/ > 2. Thatis, the search space for finding the optimal bid can then be rettuced
two continuous values. Let these valueshhg;, andb;,,, whereby,; g, > bi,,,. More formally:

Theorem 3.2. Suppose the probability density functigris non-decreasing within the range
[0, Umaz], then the following proposition holds: given> 0, for anyb; € B, eitherb; = bpign,
bi = biow, OF b; = bhigh = blow-
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Proof. Using equation 3.7, we can produgé equations, one for each auction, with un-
knowns. Now, by combining these equations, we obtain the following reldtipn$, (1 —
G(b1)) = b2(1 = G(b2)) = ... = bp(1 — G(bs,)). By definingH (b) = b(1 — G(b)) we can
rewrite the equation to:

H(by) = H(by) = ... = H(bp) =v [ (1 = G(b))) (3.8)
b;eB

In order to prove that there exist at most two different bids, it is sufficie show thatr =
H~1(y) has at most two solutions that satisfy< b < v,,., for anyy. To see this, suppose
there exists a third solutioby # b, # brign. From equation 3.8 it then follows that there
exists ay such thatd (b;) = H (biow) = H (bnign) = y. Therefore,H~!(y) must have at least
three solutions, which is a contradiction.

Note that a sufficient condition for the above to hold is f6(b) to be strictly concavefor
0 < b < vmaz- Now, the functionH is strictly concave if and only if the following holds:

2
Cilbif:CZ)Q—b.g(b)—G(b)):—(bzlngng(b)) <0

By performing standard calculations, we obtain the following condition fosthc model:

b ((Nl _ 1)f1§b()b])vl LN J;é:;) > 22 for 0 < b < vy, (3.9)
and similarly for the dynamic model we have:
b <Nl f(b) + ‘;é:;) > —2 for 0 < b < Vmaz, (3.10)

wheref’(b) = df /db. Since bothf and F" are positive, conditions 3.9 and 3.10 clearly hold for
1'(b) > 0. In other words, conditions 3.9 and 3.10 show tHdb) is strictly concave when the
probability density function is non-decreasing (oK b < v,,42- O

Note from conditions 3.9 and 3.10 that the requirement of non-decredsimgjty functions is
sufficient, but far from necessary. Although we are as yet not ableake a more precise
formal characterisation, in practice even most density functions with dsiag parts satisfy
these conditions. Moreover, the requirementfi{p) to be strictly concave is also stronger than
necessary in order to guarantee only two solutions. As a result, fdiqaigourposes, we expect
the reduction of the search space to apply in most cases.

Given there are at most 2 possible biblg,, andby,;4,, we can further reduce the search space
by expressing one bid in terms of the other. Suppose the buyer placesoaihid in M.,

®More precisely,H (b) can be either strictly convex or strictly concave. However, it is easy tohséd is not
convex since (0) = H (vmaz) = 0, andH (b) > 0for 0 < b < vpmae.
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auctions andy,;,, for the remainingVl;,, = M — M, auctions, equation 3.7 then becomes:
biow = v(1 — G(blow))Mlowil(l - G(bhigh))Mhigha

and can be rearranged to give:

b Mpigh
) _ -1 - low g
Ohigh = G <1 L(l - G(bzow»Mlow—l} ) (341

Here, the inverse functio—!(-) can usually be obtained quite easily. Furthermore, note that,
if Mo, =1 0r My, = 1, equation 3.7 can be used directly to find the desired value.

Using the above, we are able to reduce the bid search space to a singe@os dimension,
given M;,,, or My;q,. However, we do not know the number of auctions in which totpid
andby;gn, and thus we need to searsh different combinations to find the optimal global bid.
Moreover, for each combination, the optinigl,, andby;,;, can vary. Therefore, in order to
find the optimal bid for a bidder with valuatian it is sufficient to search along one continuous
variableb,,, € [0,v], and a discrete variablel;,, = M — Mpign € {1,2,..., M}.

3.5.3.2 Empirical Evaluation

In this section, we present results from an empirical study and chassciee optimal global bid

for specific cases. Furthermore, we measure the actual utility improvena¢cttin be obtained
when using the global strategy. The results presented here are baaathdorm distribution

of the valuations withv,,,.. = 1, and the static local bidder model, but they generalise to the
dynamic model and other distributions. Figure 3.2 illustrates the optimal globslanid the
corresponding expected utility for vario$ and N; = 5, but again the bid curves for different
values ofM and N, follow a very similar pattern. Here, the bid is normalised by the valuation
to give the bid fractionr = b/v. Note that, when: = 1, a bidder bids its true value.

As shown in Figure 3.2, for bidders with a relatively low valuation, the optinrategy is to
submitM equal bids at, or very close to, the true value. The optimal bid fraction treetuglly
decreases for higher valuations. Interestingly, in most cases, plagirad leids is no longer the
optimal strategy after the valuation reaches a certain point. At this pointcalleat pitchfork
bifurcation is observed and the optimal bids split into two values: a single hibana A/ — 1

low bids. This transition is smooth fav/ = 2, but exhibits an abrupt jump fat/ > 3. In

all experiments, however, we consistently observe that the optimal stiatafyyays to place a
high bid in one auction, and an equal or lower bid in all other auctions. da o&a bifurcation
and when the valuation approachgs,.., the optimal high bid becomes very close to the true
value and the low bids go to almost zéro

"Note in Figure 3.2 that the low bids are significantly higher than zero at ttifg. pBhis is because as ap-
proachesq.., the low bids have very little impact on the utility and finding the optimum numerielthis point
requires an extremely high precision.
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FIGURE 3.2: The optimal bid fractions = b/v and corresponding expected utility faf = 5,
static local bidders, and varyiny .

As illustrated in Figure 3.2, the utility of a global bidder becomes progrdgsigher with more
auctions. In absolute terms, the improvement is especially high for biddersaxa an above
average valuation, but not too closeug,.. The bidders in this range thus benefit most from
bidding globally. This is because bidders with very low valuations have yasmaall chance
of winning any auction, whereas bidders with a very high valuation havgragrobability of
winning a single auction and benefit less from participating in more auctioronitrast, if we
consider the utilityrelative to bidding in a single auction, this is much higher for bidders with
relatively low valuations . In particular, we notice that a global bidder withraaluation can
improve its utility by up toM times the expected utility of bidding locally. Intuitively, this is
because the chance of winning one of the auctions increases by updmMa whereas the
increase in the expected cost is negligible. For high valuation buyergveovthe benefit is not
that obvious because the chances of winning are relatively high eveisénof a single auction.

3.6 Multiple Global Bidders

As argued in section 3.4.2, we expect a real-world market to exhibit a miljobfband local
bidders. Whereas so far we assumed a single global bidder, in this segtioansider a set-
ting where multiple global bidders and local bidders interact. The analyslssoproblem is
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complex, however, as the optimal bidding strategy of a global bidder dspmmnthe strategy of
other global bidders. A typical analytical approach is to find the symmetrgh Mguilibrium
solution [Engelbrecht-Wiggans and Weber, 1979; Gerding et al., 206&enthal and Wang,
1996; Szentes and Rosenthal, 2003], which occurs when all glotugiisidse the same strategy
to produce their bids, and no (global) bidder has any incentive to uniligteleviate from the
chosen strategy. Due to the complexity of the problem, however, hereweime a computa-
tional simulation approach with the analytical results from section 3.5. The dionil@orks by
iteratively finding the best response to the optimal bidding strategies in thi@psdteration. If
this results in a stable outcome (i.e., when the current and previous optimaid&tdategies
are the same), the solution is by definition a (symmetric) Nash equilibrium.

In more detail, the simulation is based on the observation that the valuation dietribuof the
local bidders corresponds to the distribution of bids (since local bididéitheir true valuation).
Therefore, by maximising equation 3.1 we find the best response givetient distribution

of bids. Now, we first discretize the space of possible valuations and s, by performing
this maximisation for each biddérpe where a bidder type is defined by its (discrete) valuation
v, we find a new distribution of bids. Note that this distribution can include bids fany
number of both global and local bidders, where the latter simply bid their &lumtion. This
distribution of bids can then be used to find a new best response, resnléngew distribution

of bids, and so on, for a fixed number of iterations or until a stable soluisrbeen found.

In what follows, we first describe the simulation settings, and then applyirtihdation to set-
tings with global bidders only, followed by settings with both global and loaidérs.

3.6.1 The Setting

The simulation is based on discrete valuations and bids. The valuationstaral mumbers
ranging from1 to v,,., € N, wherev,,,, is set to1000. Each valuation € {1,2,..., Vs }
occurs with equal probability, equivalent to a uniform valuation distributiothe continuous
case. Note, however, that even though the bidder valuations are distrilmiformly, the result-
ing distribution of bids is typically not uniform (since global bidders typicaligt below their
valuation). The number of different bid levels that a bidder is allowed isoséte N. Thus,
a bidder with valuatiorv can place the bids € {v/L,2v/L,...,v}. For the results reported
here, we us& = 300. The initial state can play an important role in the experiments. There-
fore, to ensure our results are robust, experiments are repeated Vétemtifrandom initial bid
distributions. In the following, we assume the number of local bidders to bie atad use\,
and .V, to denote the number of global and local bidders respectively.
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FIGURE 3.3: Best response strategy for 2 auctions and 3 global tsddi¢hout local bidders

(a), and with 10 local bidders (b), averaged over 10 itenastand 20 runs with different initial

conditions. The measurements are taken after an initi@is@eriod of 10 iterations. The
error-bars indicate the standard deviation.

3.6.2 The Results

First, we describe the results with no local bidders (.= 0). For this case, we find that the
simulation does not converge to a stable state. That is, when the numbéolal)dpidders is

at least 2, the best response strategy keeps fluctuating, irrespefdineenumber of iterations,
and of the initial state. The fluctuations, however, show a distinct pattetrmmeme or less
alternate between two states. Specifically, figure 3.3a depicts the averstgedponse strategy

for N, = 3andM = 2. Here, the standard deviation is a gauge for the amount of fluctuation and
thus the instability of the strategy. In general, we find that the best resgonbw valuations
remain stable, whereas the strategy for bidders with high valuations fluctuededy, as is
shown in Figure 3.3a. These results are robust for different initiatliions and simulation
parameters.

If we include local bidders, on the other hand, we observe that thegiatstabilise. In par-
ticular, Figure 3.3b shows the simulation results for the same settings as befem &ith
both local and global bidders. As can be seen from this figure, thetiearia very slight and
only around the bifurcation point. We note that these outcomes are obtdiredrly a few
iterations of the simulation. The results show that the principal conclusioresmaf a single
global bidder carry over to the case of multiple global bidders. That igygtimal strategy is to
participate in all auctions and to bid high in one auction, and equal or loweh&r auctions. A
similar bifurcation point is also observed. These results are also obtainethéy values of\/,
N;, andN,. Moreover, the results are very robust to changes to the parameteessanulation.

To conclude, even though a theoretical analysis proves difficult in abseveral global bid-
ders, we can approximate a (symmetric) Nash equilibrium for specific settgigg a discrete
simulation in case the system consists of both local and global bidders . x@eniraents show
that, even in the case of multiple global bidders, the best strategy is to bid in maltipiiens.
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Thus, our simulation can be used as a tool to predict the market equilibridriiodimd the op-
timal bidding strategy for practical settings where we expect a combinatitmtaifand global
bidders.

3.7 Market Efficiency

Efficiency is an important system-wide property since it characterisesabextent the market
maximises social welfare (i.e. the sum of utilities of all agents in the market). Tetlisin
this section we study the efficiency of markets with either static or dynamic lodaéis, and
the impact that a global bidder has on the efficiency in these markets. Sakbgiifficiency in
this context is maximised when the bidders with fiehighest valuations in the entire market
obtain a single item each. More formally, we define the efficiency of an aitotas:

Definition 3.3. Efficiency of Allocation. The efficiencynx of an allocationk is the obtained
social welfare proportional to the maximum social welfare that can be\aahia the market
and is given by:
N
Y (K
72;;1 vilk) (3.12)
> iz vi(K*)

where K* = argmaxgex Y1, v;(K) is an efficient allocationk is the set of all possible
allocations, and;(K) is bidder:’s utility for the allocationk € K .

nK =

Now, as argued in the section 3.1, a market consisting of a number of disttibellers is likely
to be inefficient. Within this market, the loss of efficiency arises from the fact that when the
buyers select an auction they are not aware of the other buyers whgoarg to be in that
auction. As a result, despite the individual second-price auctions bé#iogmrt (see chapter
2), the overall market might not be so. In order to visualise the effettiebuyers’ decision,
consider a market of buyers,{ B, Ba, B3} (ordered such thaB; has the highest valuation
and Bs has the lowest) and sellers,{S1, S2}. Then there is a possibility thd®;, and Bs
compete against one another in one auction thereby allowing win the other auction. This
results in an overall inefficient allocation sinég and B3 win a good each. Figure 3.4 shows
four possible outputs which could result in this auction, with the first onegtkia inefficient
output discussed. This loss could certainly be mitigated if the buyers werdédmove across
auctions and were aware of the participants in each auction. This is howease that we do
not consider here since we are interested in knowing how much efficistast in a distributed
market.

8An exception is whenV;, = 1 and bidders are static, since the market is then completely efficient wighout
global bidder. However, since this is a very special case and doegppbt to other settings, we do not discuss it
further here.
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FIGURE 3.4: Four states for a market consisting of two distributtess each selling a single
homogeneous good and three buyers each interested in a gowd. The other four states are
mirror images.

3.7.1 Local Bidders Only

The expected efficiency of a market consisting of local bidders onlyjdwdepend on the prob-
ability that each of the possible allocations occur. Now, there are two stdtisitables which
will affect the calculation of the expected efficiency: (i) the values drawithe bidders and
(i) the auctioneer at which they elect to bid. The former dependg(oihwhereas the latter is
dependent on the strategy of the bidders (which in the case of uninfdsayedls is to pick an
auctioneer at random). We first derive the efficiency of a market wiheralues of the buyers
are known.

Theorem 3.4. A market consisting of several distributed auctions conductetl/Isellers with
N uninformed buyers (whose values for the object are orderdaas. . , vy }) has an expected
efficiency of:

N i
Ei:ﬂ’i(%)l '

min(M,N)
=1 i

E(n,vi,...,on, M) =

(3.13)

Proof. The expected efficiency of the market is dependent upon the expeasdlvalue that
the market derives. This, in turn, is dependent on two factors; namelathe of a particular
allocation and the probability that that allocation occurs. The probability timaerta wins a
particular auction conducted by sellgis given by:

i—1
P(i wins auctiony) = H P(k does not turn up at auctigh
k=1

x P(i turns up at an auctign
O\ M M
Since there ard/ independent auctions being held, then the probabilityitians is given by
(M=1)""", Thus, the expected utility from this market is given by:
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N C1vie
D i1 Ui(%)z !
SN g,

E(n,vy,...,on, M) =

O

Equation 3.13 provides us with an expected efficiency measure givemithieen of buyersyNV,
the number of sellers\/, and the buyer’s valuations g, , . . ., v, }. Now, if the valuations are
not known, we can derive the expected efficiency from the probabiitsily function of the
valuations as:

Figure 3.5 shows the expected efficiency that occurs when the numibeyerfs is varied from

to 25 and the number of sellers is varied frénto 15 and the buyers’ valuations are drawn from
the uniform distributiori/[0, 1]. As can be observed, there is first an initial linear decrease in
efficiency and then there is a logarithmic increase in efficiency as the nuhbeyers increase.
This is because there are two effects which are being seen in the graphtbe number of
buyers increase, there are more possible states where inefficienogoan(i.e. when high-
value buyers end up within the same auction.). However, simultaneouslyykeshvaluations
are less likely to be very different such that the resultant loss of eftigismsmall. At the
beginning, when the number of buyers is roughly less than or equal tathber of sellers, the
first effect dominates thereby decreasing the efficiency. Then tlimdeffect starts being the
dominating factor as the number of buyers increase. Another interestingtpmote from the
above graph is that the minimum expected efficiency of this protocol deesed a decreasing
rate as the number of sellers increase. This suggests that the minimum dxgifictency is
probably bounded. In fact, the expected efficiency is boundéd-at /e as we now prove.

Theorem 3.5. The minimum expected efficiency of a distributed market consisting dé6rmied
buyers is bounded dt— 1/e.

Proof. Let z be such that:
min(M,N
Zi:l( )'Ui

min(M, N)
Then, sincef- < 1, it follows that:

which implies that:
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and hence, from equation 3.13:
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Now, consider the following two cases within this market, namély< N andN < M. In the
former case, the inequality given by 3.14 becomes:
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and in the latter case, the inequality is:
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Hence, the limit of minimum efficiency a/ tends to infinity is:
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This lower bound is significant in two ways. From a theoretical perspedtishows that dis-
tributed markets have an inherent efficiency, despite the fact that theoecentre coordinating
the allocation within the system. From a practical perspective, this providesemark for

the design of a distributed system involving coordination (e.g. buyersisédiening coalitions

to buy/sell goods, the overall actions of buyers and sellers being &Bergpria a communicat-
ing device (such as in the CDA)). The designer will have to compare thetoaplementing

the communication protocol developed for coordination with the gain in effigiefnthe sys-
tem overl — 1/e. Hence, in terms of requirement 1 (outlined in Chapter 1), this implies that
distributed mechanisms can be implemented without too high a cost in terms ofrefjicie

3.7.2 With Global Bidders

Now, in order to measure the efficiency of the market and the impact of alddadder, we run
simulations for the markets with the different types of local bidders. Theraxgnts are carried
out as follows. Each bidder’s valuation is drawn from a uniform distribbutidth support0, 1].
The local bidders bid their true valuations, whereas the global bidder pidwally in each
auction as described in Section 3.5.3. The experiments are reg@atetimes for each run to
obtain an accurate mean value, and the final average results and dtdadations are taken
over 10 runs in order to get statistically significant results.

The results of these experiments are shown in Figure 3.6. As can bevethstite efficiency
increases wheV becomes larger. This is because the differences between the biddetisavith
highest valuations become smaller, thereby decreasing the loss of efficien



Chapter 3 A Mechanism Employing Simultaneous Auctions 57

Furthermore, Figure 3.6 shows that the presence of a global biddardtightly positive effect
on the efficiency in case the local bidders are static. In the case of dytxéshdiers, however,
the effect of a global bidder depends on the number of sellers. Thug, i§ low (i.e., for
M = 2), a global bidder significantly increases the efficiency, especially fenviues ofV;.
For M = 6, on the other hand, the presence of a global bidder has a negatet eff the
efficiency (this effect becomes even more pronounced for higheesatin/). This result is
explained as follows. The introduction of a global bidder potentially leads decease of
efficiency since this bidder can unwittingly win more than one item. Howevahesumber
of local bidders increase, this is less likely to happen. Rather, since thal dfimder increases
the number of bidders, its presence makes an overall positive (albeit sowtifjoution in case
of static bidders. In a market with dynamic bidders, however, the markeieetty depends on
two other factors. On the one hand, the efficiency increases since itelmsgss remain unsold
(this situation can occur in the dynamic model when no bidder turns up atcio@u On
the other hand, as a result of the uncertainty concerning the actual nofritidders, a global
bidder is more likely to win multiple items (we confirmed this analytically). Asincreases,
the first effect becomes negligible, whereas the second one becomegrmrinent, reducing
the efficiency on average.

To conclude, the impact of a global bidder on the efficiency clearly di#gpen the information
that is available. In case of static local bidders, the number of biddersigrkand the global
bidder can bid more accurately. In case of uncertainty, however, thaldgdader is more likely
to win than one item, decreasing the overall efficiency.

3.8 Summary

In this chapter, we derive utility-maximising strategies for bidding in multiple, simatias
second-price auctions. We first analyse the case where a single gidbet bids in all auc-
tions, whereas all other bidders are local and bid in a single auction. Bosdtiing, we find
the counter-intuitive result that it is optimal to place non-zero bids in all anstibat sell the
desired item, even when a bidder only requires a single item and derivedditonal benefit
from having more. Thus, a potential buyer can considerably benegfiatiicipating in multiple
auctions and employing an optimal bidding strategy. For most common valuattobutisns,
we show analytically that the problem of finding optimal bids reduces to two difoes. This
considerably simplifies the original optimisation problem and can thus be ugaddtice to
compute the optimal bids for any number of auctions.

Furthermore, we investigate a setting with multiple global bidders by combiningteahsolu-
tions with a simulation approach. We find that a global bidder’s strategyramesabilise when
only global bidders are present in the market, but only converges teea are local bidders
as well. We argue, however, that real-world markets are likely to contdimlboal and global
bidders. The converged results are then very similar to the setting with a giogie bidder,
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and we find that a bidder benefits by bidding optimally in multiple auctions. For the omon-
plex setting with multiple global bidders, the simulation can thus be used to find lifdsséor
specific cases.

Finally, we compare the efficiency of a market with multiple simultaneous auctighsanwd
without a global bidder. We show that, if the bidder can accurately prédgeahumber of local
bidders in each auction, the efficiency slightly increases. In contrastré th much uncertainty,
the efficiency significantly decreases as the number of auctions insrdasdo the increased
probability that a global bidder wins more than two items. These results showhthavay
in which the efficiency and thus social welfare is affected by a global biddpends on the
information available to a global bidder.

In sum, this chapter has studied a basic distributed allocation mechanism apidgnsd has
addressed requirement 1 outlined in Chapter 1. Furthermore, whilstausdd on deriving
the strategies of the bidders within this distributed mechanism, we will changedhs to the
design of protocols in the following chapters. Hence, this chapter previdevith a baseline
efficiency of a distributed allocation mechanisms since the simultaneous aueti@insnment
studied has not been engineered to achieve efficiency. Finally, in thiextaf MSNSs, this
chapter has shown that whilst a decentralised control regime can beegthikepotentially
comes at the cost of the efficiency of the whole system (i.e. the serviceisied by the selling
sensors will not always end up with those sensors valuing it the most).



Chapter 4

Mechanisms with Constrained
Capacity Suppliers

In the previous chapter, the focus was on the design of strategiesdotsagithin a predefined
decentralised protocol (namely the simultaneous auctions environmendntrast, the focus
of this chapter is on the design of the task allocation protocols. Such pistdetine how

tasks are allocated within a system of self-interested agents [Rosensclieiiotkin, 1994;

Zlotkin and Rosenschein, 1996; Sandholm, 2003; Sarne and Kra0S5]. 2&pecifically, we

will continue studying distributed allocation within this context by designing amalyasing a

CDA mechanism. In so doing, we address both requirements 1 (distributedtaily) and 2

(constrained capacity) outlined in chapter 1 by achieving the following:

e Designing and analysing a centralised reverse auction mechanism tetivetyy deals
with cases where sellers haveanstrained capacity

e Designing a decentralised CDA mechanism and analysing its performaimze sy
simple strategies when the sellers have the same cost structure and capastitgiots as
in the centralised mechanism.

We require both a centralised and decentralised version of the mechanisentise former
guarantees efficiency within the system and provides us with a benchigairksawhich the
performance of the latter can be measured.

The remainder of the chapter is organized as follows: Section 4.1 expl&ryetieral setting
of task allocation in selfish MASs to which the research carried out in thigstehaan be ap-
plied. In Section 4.2, we present the MSN context in which such a rdsg@aoblem arises
and in Section 4.3 we detail the relevant related work. Section 4.4 desthidb&ssk allocation
problem in more detail. Section 4.5 then develops our centralised auction meohavhich is
based around the VCG mechanism (see section 2.4), for the cost strantllimited capacity

59
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constraint of our domain and proves the economic and computationalrpespaf our mech-
anism. In section 4.6, the decentralised CDA mechanism is then developeshalyded. We
summarise the main contributions of this chapter in Section 4.7.

4.1 Introduction

In Chapter 3 we concentrated on studying the strategies that a buydd sladmpt in a distrib-
uted market based on simultaneous auctions. We assumed that the seaagphalicly known
single unit capacity and bear no cost in providing their service. In thiptehawe remove
the assumption that sellers have publicly known and equal capacitiesadnste consider the
case where they have finite production capacities which are privatelyrktmmthem. We then
consider the design of market mechanisms for the provision of serviceshegl constrained
capacity sellers. Furthermore, we deal with the case in whicledkestructureof the sellers
consists of a fixed overhead cost and a constant marginal cost. Weehibla these traits (con-
strained capacity, fixed overhead cost and constant marginal cesyparal of many real world
applications such as electricity markets, job-shop scheduling and grid tiogaypplications.
For example, a power plant will typically have a fixed startup cost and stanhmarginal cost of
running the plant upto its maximum capacity [Hobbs et al., 2000]. The class&hjop schedul-
ing problem consists of running periods composed of an initial machinepstte (overhead
cost) plus a cost per unit time (the marginal cost) and a finite capacity whisk thachines
can run upto [Chen et al., 1998]. Finally, agents providing computati@salurces on the grid
incur an overhead cost (computational cost of setting up the agent imgriag resource on the
machine) and marginal costs as they accept tasks upto the limit that their nsacamsupport
[Wolski et al., 2001].

In general, there are two broad classes of market mechanisms that camsigered when deal-
ing with such task allocation problems. The first class, the reverse auctiohjes a centralised
mechanism in which sellers report their values to a centre (that has akggdygated the de-
mand from the buyers) which then decides on the optimal allocation and the peymiehe
most popular such mechanism is the VCG. Its popularity arises from two tateraconomic
properties: it is allocatively efficient and it is individually rational (as defl in chapter 2).
Unfortunately, in our case, the finite capacities of the sellers and the partomst structure of
our problem mean that the VCG no longer preserves these desirabtangicqroperties. Thus,
we need to extend the VCG mechanism in order to restore them. Such modificdtigoois
tant because we wish to guarantee that we find the cheapest providergeavant to ensure
that participants willingly join the system. Here, we achieve these dual olgediy allowing
agents to report on the triples (fixed cost, unit cost, and capacity) theaaierise their types
and via the use of a novel penalty scheme (detailed in section 4.5). We thaivibe ensuing
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mechanism is strategyproof and robust to sellers being uncertain aleoyprbduction capac-
ity®. Furthermore, we show that the mechanism is computationally tractable sincptitmeal
allocation can be computed in pseudo-polynomial time via the use of a dynangi@prming
solution.

However, a potential drawback of our modified VCG mechanism (indeadl thfe mechanisms
in this class) is that it is inherently centralised (as we discussed in chaptéhdjis, the task
allocation is computed by a single entity, the auctioneer, who does so by callatitine private
information about the costs and capacities from the various agents. Neamia cases, this is
not a problem and the optimality of the mechanism is the over-riding concesmevér, in other
cases, issues such as robustness to a single point of failure and#italase more important
and this gives rise to the desire for decentralised mechanisms (see djafteus to cope with
this situation, we also consider the decentralised CDA [Smith, 1962; FriednteiRwst, 1992].
In this protocol, buyers and sellers continuously submit bids (an offart@bpricep,) and asks
(an offer to sell at price,) respectively (which are listed on a billboard) and the market clears
(i.e. a transaction occurs) whenever the bid of a buyer matches the asgetler (i.e. when
Py > Pg). Such an auction is decentralised in that the allocation of the tasks is houtsanp
by any single agent, but rather emerges out of the interactions of thésagethe protocdl.
Nevertheless, despite this decentralisation, CDAs still produce solutioharthaery close to
the optimal, even when the participants adopt very simple strafegies

However, most work on CDAs assumes a cost structure that consistixeflanarginal cost for
each unit supplied and no start-up cost. This choice of cost structutgtésrgtural in macro-
economic models and it results both in an equilibrium market price (a unique @riehich
buyers and sellers agree to trade) for the commodity and in efficient allosdtibasColell
et al., 1995]. Unfortunately, the particular cost structure of our domaitiésithat no such
equilibrium exists. This is due to the fact that the average unit cost ofipiog lower quantities
is greater than that when producing larger quantities as a result of theugtapst (this is
akin to models where there are economies of scale in which the start-up cbstresd over
a greater product run [MasColell et al., 1995]). The presence apadity constraint further
complicates matters since, in general, a single seller will not be able to fullyysttestotal
demand. Furthermore, since we are developing a protocol for tasktilocae consider buyers
with inelastic demand (i.e. buyers do not vary their demand according tg prigeh, in turn,
means that the CDA is focused on finding the cheapest set of seller¢s) am exact demand

!In certain scenarios, sellers may be uncertain about their capacity @rd wnly have a best estimate of that
capacity (e.g. in power generation scenarios a wind farm’s capacitgepknd on the strength of the wind and in a
job-shop scheduling context the capacity of a machine might degradieastaally over time).

2Even the seemingly centralised billboard in the CDA can be implemented ugingagcast communication
protocol that mimics the typical “shouts” in the original trading pit [Friesnaad Rust, 1992].

3In this context, a strategy is simply a method of generating a bid or an ask thie observed current market
conditions (see Chapter 2). In CDAs, it has been shown that a strategsatitdomly generates bids/asks between
a set lower and upper bound can be extremely efficient (both for theidodl participant and in terms of the
effectiveness of the overall market). Such strategies are knowerasreelligence (ZI) strategies [Gode and Sunder,
1993].
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from the buyer Given these points, we need to modify the standard CDA mechanism by
designing suitable clearing rules and constraining the type of offers allinwthe market in
order to deal with the aforementioned issues. We then assess the all@fatiency of our
market mechanism using the same methodology as was employed by Godended iSuheir
seminal study of the standard CDA mecharig@ode and Sunder, 1993]. This assessment
shows that the allocative efficiency of our CDA protocol is fairly high (vdthaverage value of
83% in the scenario we consider) and that our ZI2 agents are always plefthis condition is
broadly equivalent to the individual rationality condition of the centralisedirarism).

These two mechanisms have been developed because they repregaetwentary task alloca-
tion mechanisms for the same domain (i.e. where the sellers have finite procragicity and
the cost structure we outline). Both mechanisms address requirement 2 theydooth deal
with constrained capacity suppliers. However, while the extended VCGanéerhguarantees
that the cheapest set of seller(s) is always found, it is centralisecdoninast, the mechanism
derived from the CDA is decentralised (thereby addressing requitelhdout it does not guar-
antee to find the cheapest set of sellers. Thus, in some cases, thésshtreechanism is more
appropriate because efficiency cannot be compromised (e.g. wheostiseérsolved are high or
the set of agents participating in the market is low, thereby abating the ditadea of centrali-
sation). However, when decentralisation is a more desirable aspeeiasutcases where there
are large numbers of agents or when robustness to failure is importan@Didoased solution
is more appropriate. Furthermore, our experimental results quantify théni@dficiency that
occurs when the decentralised system is implemented instead of its centralisgdrpart (an
average of 17% in the case we study). It is important to note that undentEthanisms, the
sellers, though competitive, are profitable and they are hence alwargiirised to participate
in our systems.

In the next section, we detail the particular part of the scenario we intemtlin Section 1.2
which gives rise to the challenges addressed in this chapter.

4.2 Constrained Capacity Suppliers within the MSN Scenario

The scenario in this chapter demonstrates how the cost structure (cansidifixed overhead
cost and a constant marginal cost) and finite production capacities atise MSN scenario
(as highlighted in figure 4.1). To this end, consider the sensors in thenregiaterest of the
environment that can be tasked to gather data by another sensor lyiideooftgshe region.
Since the sensor requesting the task will need sufficient data in ordedtoasttend, we will let

“Inelastic demand also ensures a fair comparison with the centralisedTdasés because allowing for elastic
demand will result in an allocation which satisfies a demand defined by thardkand supply curves, rather than
a prior demand that has been made by the buyers (which would occumeiétstic demand). It also allows us to
characterise the cost of decentralising the market-based mechanigmgérotets efficiency loss.

SWhile their study employed ZI agents that operate purely on price, in @ar, ¢ae sellers have to provide both
a price and quantity vector. Thus we modify the ZI strategy to a ZI2 strategyapplies the same basic idea to both
price and quantity.



Chapter 4 Mechanisms with Constrained Capacity Suppliers 63

the smallest unit of the tasks be discrete intervals of time over which the tagkiedoaut (e.g.
temperature data ovérhours, visual data over an interval ®minutes). Now, when a sensor
performs a sensing task, the following costs will arise:

e Start-up cost This is the cost (which is measured in terms of energy loss) of powering

up the sensor.

e Marginal cost: This additional cost per time interval is borne by the sensor as it spends

energy sensing the environment.
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FIGURE 4.1: Figure of the MSN scenario highlighting the constrdicapacity of suppliers
and the centralised and decentralised mechanism condidéten this chapter.

Furthermore, as a result of the limited bandwidth and power available to tkersércan only
do a certain maximum number of tasks at any one time, thereby resulting inGtgapastraint.
This leads us to the particular cost structure studied within this chapter.
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Moreover, in this chapter, we again study a distributed mechanism. As weehgwved in section
3.2, a distributed mechanism may sometimes be required in the MSN scenarctatgifea
trusted centre does not exist (as highlighted in figure 4.1). Howeverppgsed to chapter
3, the auction bandwidth in the scenario we consider here is not severgyrained. This is
justifiable in cases where the data transmitted during an auction (bids ans) peigaires much
less bandwidth than the sensed data (such as visual or audio data).r&ferthanalyse the CDA
where the allocation is calculated in a distributed fashion as the buyerslérd sentinuously
submit bids and asks.

Having thus described our scenario, we now provide an overviewlatecework on the two
market mechanisms considered in this chapter, with particular focus on shetoacture we
consider here.

4.3 Related Work

The VCG mechanism and its various extensions have been used in a vacetymuter systems
for task allocation situations. The two broad issues that have been invedtaga the economic
and computational properties of these mechanisms under various ss€ead@hapters 1 and 2
for an in-depth discussion). Most solutions in this area consider sthddanand functions (not
our cost structure) in order to derive approximate solutions to the probtémfind instances
where these can be solved exactly in polynomial time [Rothkopf et al., 1@98jas and Vohra,
2003; Fujishima et al., 1999].

However, recently, there has been increasing interest on the econmintomputational prop-
erties of mechanisms using non-standard cost functions. In particuli@graasing marginal
cost structure has been considered in [Kothari et al., 2003] and agraiglly solvable, approx-
imately strategyproof and approximately efficient (i.e. solutions which arenatbound of the
optimal) auction mechanism has been devised. In addition, more genehpgEzlinear con-
tinuous curves have been considered in [Eso et al., 2001], but thativeefor truthful bidding
were not taken into account. Furthermore, Sandholm [2002b] and @iocai et al. [2004]
have investigated more realistic cost curves (such as those related to vephamigy discounts)
whereas in multi-attribute bidding [Bichler and Kalagnanam, 2005] has b@esidered. How-
ever, none of these approaches would work for the cost structuwerafomain since they do
not consider both the economic and computational properties of problemgweithead cost,
constant marginal cost and limited capacity simultaneously. Furthermoree unlilkwvork, they
do not derive an efficient, strategyproof and individually-ration&lithen or compare it with a
decentralised auction. Also, they do not consider the problem of suppi@trfulfilling their
commitment. This latter problem is studied in [Dash et al., 2004] (Chapter 6)Rartef et al.,
2002]. However, the mechanism in [Porter et al., 2002] considergsa@nd failure as a binary
variable and thus does not try to incentivise agents to produce upto themomaxf ever they
cannot fulfil their commitment. In [Dash et al., 2004], both the producedscansumers report
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over the success of a transaction and thus their mechanism is more &uerapan iterated

marketplace where the consumers can form an opinion about the suatsesteach producer.
As a result, in their case, the consumers bear the risk of correctly evgulaéirsuccess rate of
a producer, unlike in our mechanism where it is upto the producers teatlyrestimate their

capacities.

The double auction class of market mechanism consists fundamentally oftegocies: the
clearing-house and the CDA. The former involves all bids and asks seinmgitted to an auc-
tioneer and the market being cleared periodically by that auctioneer (albolates the alloca-
tion) [Friedman and Rust, 1992]. In contrast, the latter clears continyousiythe competition
in the market deciding the allocation rather than an auctioneer[Friedman atd1R02]. In
this context, one particularly relevant application of the double auction idllmplaisen et al.,
2001] in a wholesale electricity market. Specifically, they use a clearingendauble auction
with discriminatory pricing. Now, while they do not look at the complexity involvéth a cost
structure, they do describe a market mechanism for resource allocatiparticular, the agents
populating their markets adopt a sophisticated bidding behaviour (a modifigndERev Rein-
forcement Learning algorithm [Roth and Erev, 1995]), and they etaline efficiency of their
mechanism using such strategies. Other relevant works on the doulilenanclude that by
[McCabe et al., 1992] on the design of a clearing-house, and [Xia €04l4] on solving com-
binatorial double auction mechanisms. However, none of these mechanismscantralised
since they involve an auctioneer that computes the allocation and prices.

Speaking more generally, most research on the CDA has been on thargtiared behaviour of
the mechanism. Indeed, the initial stimulation for this work comes from the fielkjpefreanental
economics where experiments with human volunteers showed that smalsgritugders could
quickly find the equilibrium price in simulated single commodity markets [Smith, 1962ieG
and Sunder, 1993]. In line with this seminal work, many researcherstttended these simple
trading strategies to generate sophisticated software agents that aldecafpabserving the
trading behaviour of other agents in order to learn the market equilibriiga pf a commaodity,
and thus trade more efficiently [Tesauro and Bredin, 2002; Gjerstadakthaut, 1998; He
et al., 2003; Vytelingum et al., 2004]. However, in all of this work, the &xise of the market
equilibrium at which both buyers and sellers seek to trade is a consexjoetite assumption
of a cost structure with an increasing marginal cost and no startup cogbrtuhately, the
cost structure of our domain destroys this market equilibrium and thus tlke tbooptimal
efficiency usually obtained by CDAs cannot be guaranteed. Specifithibyis because the
different startup costs and the inelastic demand mean that a single pricei@dnbwlyers and
sellers agree to trade cannot be reached. To remedy this, we develogra ef the CDA that is
still reasonably efficient, but that can deal with the specific cost striatond capacity constraint
in our domain.
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4.4 The Allocation Problem

We now discuss in more detail the problem structure that we consider inrtteénaer of this
chapter. The system that we wish to control consists of &/set {1,...,n} of sellers of a
resource and a number of consumers with total dendianBach seller; € 7, is characterised
by a maximum capacity that it can provideyp;, and a cost functiong;. The cost function
is defined as a combination of a fixed prigig,;, payable for any amount of production and a
separate per unit pricep;:

0 if kj =0,
Cj = (4.1)
fpj + kjup; if 0 < kj < cap;

wherek; is the quantity of production allocated to sellerThus, an allocation vectdk € K

is one in which each agetitis asked to supply a quantity;. We assume that both the demand
and the details of the cost function are private information of the produedso referred to
as suppliers or sellers) since they represent distinct self-intereskethstders. Given this, the
overall aim of the system is to satisfy the total demand by allocating productiareee the
different producers. Here, we assume that the resource is boaglsoéd in small indivisible
units (as is common in most billing systems) and thus N.

As the designer of the whole system, we are interested in ensuring thatetsd @iocation,
K*, of the resource under consideration is optimum in the sense that it minimisesaheost
of production. In this case, it is an optimisation problem where we minimise theo$uihe
individual production costs, whilst satisfying the total demaﬁqw k; = D, and the capacity
constraints of each individual producer:

K* = in > (a;fp ik 4.2
arg min j (oj fpj + upjk;) (4.2)
suchthat < k; < cap; and where:

0if kj =0

1 otherwise.

The problem as described here is somewhat similar to two standard probtemihé literature
of operational research and scheduling; specifically the knapsabtkepn [Martello and Toth,
1990] and the capacitated lot-size problem [Bitran and Yanasse, 108Rjparing this problem
to the knapsack problem, we note that we can consider each supplier moiteenato be fitted
into a knapsack. The size and value of each of these items is represgtiedinmber of units
of production allocated to this supplier and the cost of producing this allocatitmlike the
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standard knapsack problem, where we seek to maximise the value of itemstveiticeeding
the size of the knapsack, our goal here is to exactly fill the knapsackdiisfy demand) whilst
minimising the value of items placed inside (i.e. minimise the production costs). Altheegh
can place fractional items within the knapsack, the size of these items is restddtgeger
units of production and the corresponding value of the item is given bya$testructure shown
in equation 4.1.

Comparing to the standard capacitated lot-size problem, which attempts to lecttezlpro-
duction of a single producer over a number of days to meet a specific daitamd, we are
attempting to schedule production over a number of different produceetisly an aggregate
demand. Despite this difference, both problems share a similar cost séruttost specifically
the combination of a fixed and per unit cost, and most importantly, both modais #te con-
cept of producers who have a constrained production capacity. We tas adapt algorithms
developed for the capacitated lot-size problem to our problem. Howeueisiohapter the goal
is to show that the problem can be solved in a computationally efficient maather than solve
the problem in the most computationally efficient manner.

Now, both the knapsack and the capacitated lot-size problems have bmen &hbe N P-
hard [Florian et al., 1980; Garey and Johnson, 1979]. However both eaolved in pseudo-
polynomial time using a dynamic programming approach [Garey and Joht8d8] and we
use this fact to present a suitable implementation of this technique for oufisgpecblem in
section 4.5.3.

Given this problem description, in the following sections we describe ourtéslo allocation
mechanisms, starting with the centralised one.

4.5 The Centralised Mechanism

We build upon the standard VCG mechanism since this has a number of desicablemic
properties with respect to task allocation. Specifically, &fficient incentivises the agents to
reveal their costs truthfully to the auctioneediominant strateggand guarantees a non-negative
utility to the participating agents (see chapter 2 for a more detailed descriptithe &fCG
mechanism).

The standard VCG mechanism for task allocation represents the prediscagents participat-
ing in a reverse auction to satisfy the demand of the auctioneer. The agkmntg their typef;,

in sealed bids to the auctioneer. Given these bids, the auctioneer finddieaeallocation and
then calculates the payments or transfers for each agent. It is this traclséne that results in
the agents having truthful reporting as a dominant strategy.

However, there are two key differences between our setting and thattahdard VCG mecha-
nism. Firstly, each agent’s type has three dimensions that characterisest iigrwtion instead
of the usual one. Specifically, these dimensions are the fixed pfjge,the unit costup;,
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and the capacity;ap; i.e. 0; = (fp;, up;, cap;). Secondly, the capacity of the agent does not
directly affect the cost of supplying an allocated quantity of a resolmaerather puts a limit
on the amount that it can supply. This differs from the standard settingevdreagent’s type
directly affects its cost.

To deal with this, the VCG needs to be extended in two ways. The first eliarig have agents
report the defining characteristics of their cost functions rather thangéescost price. The
second change is a penalty scheme that incentivises the agents to nggbéutlyr on their ca-

pacitie$. Given this, we present the mechanism as a two-part scheme which isfetrscheme
and a penalty scheme (in sections 4.5.1 and 4.5.2). This two-part mecharpsesesited for
explanatory purposes only since the revelation principle (see Chapteliys that we can
certainly find the equivalent one-stage scheme which will incentivise tilitigitésee section
4.5.3).

45.1 The Transfer Scheme

The problem at hand is then to determine the optimal allocakién(i.e. the one that min-
imises the total cost of production), while satisfying the demané&; = D. If the agents
are incentivised to report truthfully, then the auctioneer can just take ithearts and solve
the optimization problem introduced in section 4.4. More generally, howd\agents report

~

0; = (fp\j, up;, @), the auctioneer then solves:

~

K* = arg min Z <ajfpj + Up\j%) (4.3)
J

such thad < k; < cap;.

Hence, comparing equations 4.2 and 4.3, in order to achieve an effilmdteon we are left
with the problem of incentivising the agents to report truthfully. If we assuatienal self-

interested agents, then this implies that they should maximise their own utility whertingp
truthfully (otherwise they will lie!). Like most work in this area, we considez tase that the
agents have a quasi-linear utility function (as defined in chapter 2).

The standard VCG mechanism achieves truth-telling by aligning the goatofegent with that
of the mechanism designer via the use of the transfer part of the mech@aisrohapter 2 for
more details). It imposes a transfer on the agent which is equivalent to iggnalbcontribution
to the society. Now, applying this insight to our multi-dimensional type domain,dvecate

SWe should note here that the second difference does not result inép&rdent valuations (as discussed in
Chapter 1). While the capacities of each agent do affect the allocatiothef agents (the cheapest agent will
determine how much the remaining agents will obtain via its capacity), it ordg do in an indirect way. Therefore,
we can still aim to achieve an efficient mechanism despite the multi-dimetigyavfathe types since we are firmly
in the realm of private values [Krishna, 2002].
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TABLE 4.1: A set of three producers bidding to satisfy a demand 0fi20ts.
Sellers

S1 | S2 | S3
Capacity | 100| 150 | 175

Fixed Price || 100 | 200 | 120
Unit Price 15| 1 2

the following transfer scheme in which the agents report on all three dimrensidheir types
(i.e. onb; = (fpj,upj, cap;)) :

t; = [ min > <af5l+@kl)} - [ 3 (a*f;?ﬁ@la*)] (4.4)

k;j<cap; l€T\j leg\j

wherela* is the allocation to ageritin the optimal allocation<*, calculated with the reports
of all the agents.

In more detall, the transfet,, is the payment that agertreceives from the auctioneer for
providing an allocatiork;. The transfer scheme above, as in the VCG mechanism, consists of
two parts. The first calculates the total cost of the optimal allocation if ggeete not included

in the set of suppliers. In the second part, first the optimal allocation withtage found, and

then the total cost of this allocation is calculated minus the cost of this allocatiagetd A

Thus, the payment thatreceives is its marginal contribution to reducing the total cost of the
optimal allocation. It can be observed thawill always receive a non-negative payment since
the addition of a seller will only decrease the cost of the optimal allocation.

We now present an example to show why this extension of the VCG mechanistise only
change that needs to be applied so as to incentivize the agents to refiduiliruConsider a
set of sellerg1, 2, 3) with different types who are participating in a reverse auction to fulfill a
demand of 200 units (i.eD = 200). The producers’ types, (i.1; = (cap;, fp;, up;)), are
depicted in table 4.1. They report their types to the auctioneer which tharatals the transfers
according to equations 4.3 and 4.4.

Let us suppose for now that the capacity, of the agents are known by the auctioneer. Then,
implementing our mechanism with the transfer described by equation 4.4, thenaec first
chooses the optimal allocation. In this case, it wouldbproducing 150 units anfl; producing

50 units (i.eK = {50, 150,0}) thereby giving a total cost df25 to the system. The transfers
would then be220 to 57, 395 to Se and0 to S5 (i.e. t = {220, 395,0}). However, given this
scheme S3 has an incentive to lie about its capacity and give a capacity greateltia(ne.
caps > 200). It would then be allocated to produce the whole demand and would bé&paid
to do so. However, as its true capacity is ohfis units, demand will not be satisfied.
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Thus from the above example, we can observe that an agent has ative¢te report a higher
capacity than it actually has. An agent, however, has no incentive totr@power capacity.
This is because the utility derived by an agent is equal to its marginal catdniio the society.
Now, if an agent reports a capacity lower than its actual one and this misregsoan effect on
the optimal allocation (i.e the capacity it reports is lower than the allocation it waaud pot
under an optimal allocation), then it increases the total cost to the sociegytbamminimisation
in equation 4.3 would have tighter constraints. This would mean that the macgimaibution
of the agent to decreasing the total cost in the society is less and henagetiievauld derive
a lower utility. We thus only need to worry about agents reporting a highgaaity than they
actually have. We therefore impose a penalty scheme that incentivises agesport truthfully
about their capacity. In a standard VCG, such a penalty scheme doegistosince it is as-
sumed that the producers have unlimited capacity. Furthermore, a petedtpesanposed after
the agents have supplied their allocations is the only way we can incentiveésgsag report
truthfully about their capacity. This is because the auctioneer will only kiwbether an agent
has overstated its capacity if ever that agent has been allocated to @mgrrdts true capacity
(but under its declared one) after the agent has supplied its allocation.

4.5.2 The Penalty Scheme

We wish to penalise agents that report a higher capacity than they hawevelp we are not
concerned with untruthful reporting if this does not affect the resultifigient allocation. This
is because such agents will not derive a higher utility if their untruthfudépy has not affected
the efficient allocation. Thus, we will call agents whose reported capaeitfect the optimal
outcomeactive agents.

In order to know whether the active agents have truthfully reported thpeaty, we require a
post-production stage that checks how much they actually producechaNessume that if an
agent is asked to supply a certain amoﬁt and actually produces only;, (k; < k:Aj*), then

the capacity of that agent is. We shall see that given the penalty we design, this assumption
is satisfied with rational agents. It is only in the case of malicious agents whotaancrease

the cost to the system with no consideration to their own utility for which the follgypenalty
scheme would not work.

In more detail, we impose the following penalty, if the agent does not supply the amount that
it was required to supply under the optimal allocation (i.g;if k3):

pi = t;(k; < cap;) — tj(k; < kj) +0 (4-5)

wheret;(z; < cap;) is the transfer in equation 4.4 computed with the constraint ¢; and
t;(k; < k;) is the one computed with the constraint< k.
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This penalty scheme, which is a transfer of money from the agent to the reretjaconsists
of three parts. The first is the transfer that occurs with the reportegcitg@e;. The second
part is the transfer that would have resulted if the agent had reporteapiggity as the amount
that it has successfully supplied. This penalty scheme thus only penalisetsan the case
where their misreported capacity has changed the allocation of supplyhifthg@art is the one
that ensures that the utility an agent derives from misreporting its capasityasy lower than
when it tells the truth (i.e it is then a strongly dominant strategy for the agenpdotriés truthful
capacity).

It should also be noted that though this penalty scheme has been devielojpeccase of agents
misreporting their capacity, it would also penalise agents that have natqgeddhe specified
amount due to other reasons. This penalty scheme thus puts the onus geriteeta provide
an accurate report of the amount they can produce. §Tten thus be set by the mechanism
designer depending on how critical it is to meet demand. The more criticatgjuerement, the
higherd should be set. Evidently, this sacrifices efficiency (the agents repowex apacity
than their most likely capacity) for robustness. Another attractive agpélsis penalty scheme
is that if ever an agent realises after the allocation that it cannot prade@mount assigned to
it, it would still produce till its limit so as to reduce the ultimate penalty.

Thus, in our example in table 4.1, if ageftreportedcaps = 200, it would be penalised25+ ¢
(from equation 4.5). As a result, the agent does not profit by lying. drcése of the two other
agents,S; and.S,, misreporting their types, they incur a loss in utility equadto

4.5.3 The Equivalent One-Stage Mechanism

We can amalgamate the two-part mechanism presented in sub-sections 4.8.5.2nnto an
equivalent one-stage mechanism:

1. First the seller agentsy;, provide reports of their type@; = (fp\j,ﬁp\j,c/a\pj) to the
center.

2. The center, having gathered total demand from the buyer agentss sgjuation 4.3 and
assigns production to the agents according to the optimal allocation \gttor

3. The center then provides the overall paymento the agents once they have produced
their allocation:

ri=1t; = pj

o (4.6)
= tj(kj < kj) — 30

where3; is an indicator function which is equal tovhenk; < k?j* and 0 otherwise.
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4.5.4 Properties of the Mechanism

We now prove the properties of our mechanism.

Proposition 4.1. The mechanism is strategyproof (as defined in chapter 2).

Proof. Here, we need to prove that truthful reporting is a dominant strategydadlnts given
the transfer and penalty schemes in our mechanism. We first considesthnaathe agent has
not over-reported its capacity. Then its strategy is to re@ea as to maximise its utility:

0; = (upj., fp;, cap;) = arg max (up;(6;), K)
t9j E@j

— arg max | (@ (Fp; — fp;) + (@5 — up;)k;” ) = min > (ajFp; + ash; )
9]'69]' kjSC@ jeJg
+ min 3 (aafpy k)
kj<cap; VISNAY
— arg max | (@ (Tp; — fp;) + (@ — up;)k") = min > (a7, + k) |
0;€0; kj<& j€T

The first part of the maximisation is the gain/loss that an agent makes by mismgpts type,
whereas the second part is the effect misreporting has on the allocatotheuglobal cost.
Hence any misreport on its type is cancelled out by the effect on the giobal The important
point to note here is that the minimisation is not carried out by the agent, butbgtee that
is only aware oi9Aj. Hence, in order to maximise the term[ihabove, an agent should report
HAJ- = (fpj,upj, cap;) (i.e. truthtelling in(fp;, up;) is a weakly dominant strategy). Thus, we
have proved that the mechanism is strategyprod@ffiy, up;). Furthermore, we know that an
agent will not report a lower capacity. Now, we prove that under tmalhe scheme, the agent
will not report a capacity higher than its actual one. The utility of an agegiven that it has
reported a higher capacity, is the sum of its cost, transfer and penaltynoWerove that in
the case of an active agent overreporting its capacity is a strongly dochisiastegy. From
equations 2.6 and 4.6, the utility of an agent would then be:

A~ %

uj() = max (5" (T — f3) + (05 — upy)&y") = 6 — min 3 (T + k)|

09j€ j kj Sk—]‘yej
e~ — ok . - —
< max [(@" (o = fp5) + @5 — upp)ky ) = min > (o, F; + @shy)]
ejE@j kJSC? ]EJ
capj=cap;

Thus, together with the fact that an agent would not report a lowerci@ggaince such a report
would mean that its resulting allocation is less or equal to the one when it réqaintslly), the
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above proves that an agent will always report its truthful capaagiy,. Hence we have that the
agent always reports truthfully about its type, Ol

Proposition 4.2. The mechanism is efficient (as defined in chapter 2).

This implies that the centre finds the outcome given by equation 4.2.

Proof. The above is a result of the strategyproofness of the mechanism. Singeahef the
centre is to achieve efficiency, then given truthful reports, the ceritrachieve efficiency. [

Proposition 4.3. The mechanism is individually-rational (as defined in chapter 2).

We again assume that the utility an agent derives from not joining the meohels Then, we
need to prove that the utility an agent derives in the mechanism is alwéys

Proof. Given the strategyproofness of the mechanism, the utility of an agent is:

uj(upj: fpj, capj) = — min > (0 fpj + upjk;) + min > (afp; + up;ky)
kj<cap; J€T kj<cap;j jET\i

The first minimisation is over a larger set than the second one. Thus:

min Z:(oz]fpJ + upjk;) < min Z (afpj + upjk;)
kj<cap; J€T kj<cap; jeT\i

Hence,uj(upj, Ipj, Capj) > 0.
]

Proposition 4.4. The mechanism is robust to uncertainties about the capacity of agents.

In this case, we impose less stringent information requirements on the adesmsreporting
their capacity. So far, we have considered the case where prior talireyés type, an agent

is aware of its capacity. However, we believe that this may not be alwadigal since the
capacity of a supplier may depend on numerous external factors (asskstin section 4.1).

We therefore relax this requirement and consider the case where anisgeare of only the
probability distribution function (pdf) relating to its capacity. We next proe the designer
can, via the setting of, force the agent to either report safe values (i.e. the agent is nearly
certain that it will produce at least this capacity) or more risky but potentiaflye profitable
ones.
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Proof. We start by looking at the expected utility of an agent given that the pilitlyatistrib-
ution function of its capacityf (cap; ), ranges from a lower boundyp; to an upper boundap;
(the associated cumulative density function is givenFt(yapj))% that the agent reports a
capacity ofcap;:

[uj (Cap]7 fpj’ UP])] E[ m[én Z (azfpz + uszz) + m&n Z (afpz + uplk;,)
ki<cap; i€J ki<cap; i€J\j

— 55]}

an
= —/ min > " (aifpi + upiks) f(cap;)dcap;

COPi  k,<cap; €T

—0F(cap;) + min ) (aifpi+ upiki)

Now, let us analyse how the reports of the agents affect their utility. Thestseeport is the
minimum reportap;. Reporting a higher capaci@j would then yield a gain of:

AEluj(capj, fpj, up;)] = — 6F (cap;) + [ min Y (o fp; + upjk;) -
kjﬁ&jej

cap;
/ n}}n Z (e fpi + upik;) f(capj)dcap; 4.7)

“UPI - p<cap; 1€

The agents would then try to maximise the above gain given a cextalius, the setting of
0 would then depend on how certain we want the agents to be about beinip ahaiegsfy their
capacity. Hence, settingjas:

d= [ m}%n Z (ajfp; + upjk;) — (4.8)

k;<cap; JET
/F(C/G\PJ)

results in no expected gain for the agent. In fact from equation 4.7, ifomsider a fixed,
then as’; increases, the part ] increases while-0 P(cap; < cap;) decreases. Thus there is a
cap; for a fixeds that results in a maximum gain. We can therefore conclude thainaseases,

an
/ min > (aifpi + upiks) f(cap;)deap;

€3 k;<cap; €T

cap; — cap; and asy decreasesap; — cap;. .
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Calculate initial row of matrix c
c[0,0] «— 0
ford=1toD doc[0,d] «+— oo
Loop through the total number of producers
forj=1tondo
Loop through the total demand
ford=0toD do
cfj.d] « cfj-1.d]
Loop through the total capacity of producer
for k; = 1to min{d,cap;} do
Compare the previous result to the current
result and select the minimum of the two
clj.dl < min{clj,dl.clj-Ld-k;] + fp; + kjup;}
Return the final result
return c[n,D]

FIGURE 4.2: Pseudo-code representing the dynamic programmingicolto find the opti-
mum centralised solution in pseudo-polynomial time.

The second part of the robustness is that even if the agent realisesepiteting cap; that
cap; < k:AJ* it will still produce uptocap; as a result of the payment and penalty scheme.

Proof. This is evident from the way the centre pays the agents. The agents iggtea btility
with a higher production since the transfer depends on how much theyqeo(.e.z, after the
allocation) We have shown that reporting a higher capacity (upto the tpaeity) is a weakly
dominant strategy. Along with the penalty scheme, this can be viewed ascprgads much as
it can upto its optimal allocation is a weakly dominant strategy for any agent. O

Proposition 4.5. The optimal task allocation to the agents can be computed exactly by the centre
in pseudo-polynomial time.

Proof. The centre can calculate the task allocation to the agents exactly using dymagnemp-
ming. Specifically, we wish to calculatén, D] — the minimum total cost to satisfy a demand
of D with access ta producers. This can be solved using the recursive expressions:

0 ifd=0
cl0,d] = '
oo ifd>0
C[j—l,d]

Fioleli — 1.d—kj] + fpj + kjup;
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suchthab < k; < cap;. As the production allocated to each producer is in indivisible units, we
can calculate:n, D] by evaluating allzD possible values. This results in an algorithm which
operates in pseudo-polynomial time.

In particular, a simple algorithm for this solution is presented in figure 4.2e Wercalculate all
the values of the array|n, D], starting from the known cas€0, 0] = 0 and using the recursive
expressions above to calculate subsequent values. A more efficietibis@ould perhaps be
found using primal-dual algorithms [Papadimitriou and Steiglitz, 1982]. Hewésyr the size
of problem tackled here, the above solution is extremely efficient. Morgtheesame approach
can then be used to calculate the resulting task allocation to the agents. Ol

4.6 The Decentralised Mechanism

So far we have considered a centralised mechanism in order to deal withskuallocation
problem. However, as discussed in section 4.1, we sometimes require anmsechiar task
allocation in which there is no centre that governs the allocations. Therefidthis section, we
consider the CDA which is just such a decentralised mechanism.

Our task allocation problem involves multiple suppliers and multiple buyers, anshdtching
of the two is determined by the sellers and buyers that successfully ttamgaone another.
As discussed in sections 4.1 and 4.3, the most common CDA format assunees auog sellers
have an increasing marginal cost and no startup cost and that theioftee trade are via price
alone. However, in our case, the total production cost depends ortHeotitartup cost and the
number of units to be sold (given the marginal cost). In fact, since the gteost is distributed
over the sale quantity, the cost price is not fixed for different numbfeuits sold. As a result,
the supplier cannot firmly decide on an asking price (based on the gi@aagost per unit ocost
price) that would allow it to be profitable and to participate in the task allocation (bgéa@mg
with potential buyers). This is because the sale quantity cannot be kampwaori. To overcome
this, we assume that it is possible for the supplier to make a prediction ab@mthent of units
it expects to sell (since exact demand can only be estinfatsidv, in traditional cost settings,
a supplier can start making bids for a low quantity and slowly ramp up its pries $o ensure
it does not make a loss. However, in our setting, low quantities corregpdngher unit prices.
Thus the supplier is faced with the problem that reducing its price may noawfes that it
transacts and in certain cases may lead to a loss (if a buyer specifies addamharthat the ask
price becomes lower than the cost price). We therefore allow sellers to coicatrithe amount
they wish to sell to the market via a multidimensional bid consisting of both quantitprce.
We also specify in our clearing rules that a transaction only occurs wheryer makes a bid
for this amount.

"In fact, in CDA scenarios demand cannot be known even after the bigstieen submitted [Cliff and Bruten,
1997]. This is why sellers try to predict the demand in order to be morféaite [He et al., 2003].
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Given this background, a key objective for the decentralised mechasismbeindividually
rational (as defined in chapter 2). In this case, this means ensuring the supphdys profitable
in the market so that they are incentivised to enter it in the first place. Fontine, while the
mechanism has to be individually rational, our global objective is to achieventst efficient
outcome (task allocation) that we can. Now, as we discussed in sectionig i$,e¢hjuivalent to
finding the allocation that minimises total cost. In a typical CDA mechanism, the optsial
allocation occurs when the total profit of all buyers and all sellers is maxihjisgedman and
Rust, 1992] and this occurs when the combined cost of sellers is minimiseé saltisidé, as
the sellers with the lowest cost would be successful.

However, given our additional constraints of limited capacity and a staxsp the seller’s
strategic behaviour would be more complex than that of the buyer, sines aention before,
it additionally has to strategise over the quantity it is expected to sell. In thisxtpme cannot
achieve full efficiency because no agent has complete information alent other agent in
the market (unlike in section 4.5 where the centre is aware of everyoostsunctions and
capacities) and the sellers do not have increasing marginal costs whidd gwarantee an
equilibrium price for trade [MasColell et al., 1995].

Given this, our aim is to design a protocol that achieves a level of eftigitrat is reasonably
close to the optimal solution given by our centralised mechanism. To do thispweeutline
our protocol, and then go on to compare its performance with its centraliseterpart in terms
of task allocation efficiency.

4.6.1 The Mechanism

The protocol we propose is a variant of the multi-unit CDA. Buyers afidrsecan submit
offers to buy and sell multiple units of the resource, respectively, argbtbalers are queued in
an order book which is cleared continuously (with additional constrainssrasult of buyers’
inelastic demands). The protocol proceeds as follows:

e Buyeri submits an offerhid(q, p, i), to buy exactlyy (¢ > 1) units of the good at the unit
pricep. The utility of buyer: for a quantity other than is 0.

e Conversely, supplies; submits an offerask(q, p, j), to sell a maximum of; (¢ > 1)
units at unit pricep.

e These bids and asks are queued inoatrerbook which is a publicly observable board
listing all the bids and asks submitted to the market (see table 4.2). The bids irdére o
book are sorted in decreasing order of price and the asks are insimageader (higher
bids and lower asks are more likely to result in transactions).

8Sell side refers to the market from the sellers’ perspective.
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e Theclearing rulein the market is as follows. Whenever a new bid or ask is submitted,

an attempt is made at clearing the order book. The orderbook is cledredevera
transaction can occur (that is, when the lowest asking price is higherttieahighest

bidding priceand any bidding offer can be cleared completely and the bidding quantity

for each offer is completely satisfied by the supply to be cleared). Theatthos price is
set at the bidding price which we experimentally find to result in the total markdits
being equally divided between the sell side and the buy’$\Mgelingum et al., 2004].

[ Order Book |
Bids Asks
(quantity, price, buyer) (quantity, price, sellef)

(30, 2.95, 2) (60, 2.20, 3)
(40, 2.75, 5) (25,2.60,1)
(30, 2.70, 1) (40, 3.22, 2)
(24, 2.16, 3) (100, 3.50, 5)

(25,3.69,7)

TABLE 4.2: Multi-unit CDA Order Book - before clearing

To further illustrate this process, we present a graphical representidtibie clearing rule in
figure 4.3. As can be seen, the offers queued in the orderbook edetaivuild demand and
supply curves. All bids with a unit price lower than the lowest unit ask paicg, similarly,
all asks with a unit price higher than the highest unit bid price, cannattri@sany transaction
and are not represented in the figure. The transaction price and quanetityearly shown in
the figure (2.75 and 70 respectively), as the point where the demawne cruasses the supply
curve under the additional constraint that bid offers are not divisistehis transaction price,
the total profit of all buyers and sellers that transact is maximised with aditints specified
by our protocols satisfied. The orderbook in table 4.2 can thus be claarsdown in figure
4.3 resulting in the new orderbook given in table 4.3. The market clearingermsdimilar to
solving an optimisation problem where the objective is to maximise the total prdfinysrs
and sellers that will transact given that cleared demand must be equehted supply and no
partial clearing of bid is allowed-

Now in order to compare the efficiency of this protocol with that of the cést@d mechanism,
we assume that the buyers have high limit prices (this represents pricdisigl&dgcause buyers
are willing to pay any price to acquire the goods and this is equal to an aylite@imum price
that a bid or an ask can be submitted at). Furthermore, we adopt the epmio&ode and
Sunder [1993] in employing a zero-intelligence strategy in order to findridenlying efficiency

®We chose this option because a mechanism where most of the profits iratketrvere distributed among
sellers would be less appealing to buyers than one where a larger $hadits were distributed among buyers.
Thus, with a similar preference among sellers (who will join a market /here profit is distributed among the sell
side), a mechanism that equally distributes market profits among thenusedl side is the rational preference for
both buyers and sellers.

oWe note that other clearing rules are also possible, for example to maximiseimber of transactions or to
maximise profits of the sellers only [Friedman and Rust, 1992]. Howekieraim of a market mechanism is to
maximise social welfare by maximising the total profit extracted in the mgakel it is achieved through the simple
ordering order books that publicly shows which buyers (with highdsiat@n of the goods) can transact with which
suppliers (with the lowest ask prices).
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FIGURE 4.3: Panel (a) shows the demand and supply (curves) of ther diabk, with the
shaded region representing allocations. Panel (b) poutttheclearable bids and aska the
order book (shaded area in panel (a)).

\ Order Book |
Bids Asks
(quantity, price, buyer) (quantity, price, sellef)
(30, 2.70, 1) (15, 2.60, 1)
(24, 2.16, 3) (40, 3.22, 2)
(100, 3.50, 5)
(25,3.69,7)

TABLE 4.3: Multi-unit CDA Order Book - after clearing

of our market. To this end, we next present the ZI2 that is tailored to théngjdtructure of our
CDA protocol, before we detail the actual evaluation.

4.6.2 The ZI2 Strategy

One of the principal concerns in developing a market mechanism is toestimlirit is efficient
even when the participants adopt a simple strategic behaviour. The undentuition here is
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that by considering such behaviour, we are able to establish a lowed looutine efficiency of

the mechanism and we can consider the extent to which the market mechaasléaffgsts the

efficiency of the market. Thus, the ZI strategy is widely used for this megmnce it is not
motivated by trading profit and effectively ignores the state of the marigpast experience
when forming a bid or an ask. It simply draws its offer price from a unifdistribution over a

given range.

Since in our mechanism, the asks consist of price and quantity, we exteAtdtiategy to our

Z12 strategythat randomises over both price and quantity. As discussed earlieigphigtcated
strategy, on the sell side, would make some form of prediction on the nurhbeit®it is likely

to sell as part of its price formation process (because information abewtctinal demand is
not available and there is uncertainty as to whether the agent is more conegéttivthe other
participating suppliers). Our ZI2 suppligy instead, randomises over the expected transaction

quantity to form a limit price/; which is used as in the original ZI strategy. Thus the ZI2 strategy
istd:

For sellery,
d ~ U(0, cap;)
4 = (fpj + djup;)/d;
pj ~ U(tj, max)
offer = ask(cap;, p;, j) (4.9)
For buyeri,
Di ~ U(0,4;)
offer = bid(qi, pi, 1) (4.10)

Buyers are endowed with high limit prices at the beginning of the auctiom(sechey have in-
elastic demand), while sellers are endowed with their cost functions aaditiap (collectively
referred to as the production function). Buyesubmits offers to buy the quantity it requires
at a unit price drawn from a uniform distribution ranging from 0 to its limit pidcésee equation
4.10). Conversely, sellgrsubmits an ask between its limit price amd.z as per equation 4.9,
wherecap; is its production capacity,p; is its startup cost, andp; is its marginal cost.

X ~ U(A, B) describes a discrete uniform distribution between A and B, with steps f 0.0



Chapter 4 Mechanisms with Constrained Capacity Suppliers 81
"%, 50TON A-Simulator = X
Fle Tods View Help
B r>r3nmd
L1 Sediars
212 Sallard 212 Sellern
I
mm Scllard m wim}ﬂ
[ Order Book i l
ot [ Tidds 1 s
3 iiginintity, price S fgmantify, price sellens
130, 295, 2) [ 60. 220, 3)
i (40, 2.75, 5) (25, 2.60, 1)
212 Saller (30, 2.70, 1) (40,3222 Y=t
(24, 2.16, 3) (104, 3,50, 5) |4
(25.3.69.7)
m;i: Buyer3
Iz II.I'I'C;T Z1T Buyerd
LI2 Buyerd 21T Buyerd
I3 Buyers
BotihsTess Bol@usres =D

FIGURE 4.4: The multi-unit CDA simulator

4.6.3 Empirical Evaluation

In order to perform empirical evaluations, we have developed an impletitentd this distrib-
uted mechanist? (shown in figure 4.4) based on the protocol and strategies describedAse

the experimental setup, we ran the simulations over 2000 rédifiistwo different markets,
more specifically a small market with 3 buyers and 3 sellerarket A and a larger market
with 15 buyers and 15 sellermérket B. We consider both the small and large markets so as to
demonstrate the scaleability of our mechanism.

In each market, each seller was given a production function (suppynéoket A is given in
table 4.1), while each buyer was required to procure an exact quantityitsfwith a relatively
high limit price. We ran different simulations for each market, with different toehdnds
ranging from 1 to the maximum production quantity. The total demdndwas distributed

2pvailable atht t p: / / waw. ecs. sot on. ac. uk/ ~r kd02r / si mul at or

3The results were validated using a students t-test with two samples of 20§0assuming equal variance with
meansu; = 0.7198 andue = 0.7218 and p-valugp = 0.3660. This means that the difference between the means
is not significant and thus 2000 runs are sufficient for statistical signifie at a confidence level @5%.
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1100

6000

1000F | CDA Production Cost . D «+-++-+ CDA Production Cost
—— Optimum Production Cost| 5000 —— Optimum Production Cost

900
800
4000
7001

600+ — 30000

500f
20001
400+
300f
. 1000+
200f .

100 p L L L L L L L L L L L L
0 50 100 150 200 250 300 350 400 0 500 1000 1500 2000
Total Demand Total Demand
(a) 3 buyers and 3 sellers (b) 15 buyers and 15 sellers

FIGURE 4.5: Optimal and CDA production cost

among the buyers (see table 4.4 for the demand in market A, where) . ¢;, D € [1,425]
given the sellers’ production functions in table 4.1). Thus, the total denmantdhrket A was
varied from 1 to 425 (the maximum supply quantity of market A), while in mark#iestotal
demand ranged from 1 to 2400.

Buyers’ Demand
B; B, | B2 | Bs
allocation 1|| 100 | 150 | 50

allocationn|| ¢ qQ2 q3

TABLE 4.4: A set of three buyers with different demands.

Efficiency of Market A Efficiency of Market B

0 50 100 150 200 250 300 350 400 0 500 1000 1500 2000

Total Demand Total Demand
(a) 3 buyers and 3 sellers (b) 15 buyers and 15 sellers

FIGURE 4.6: Average market efficiency

In order to empirically evaluate the efficiency of the mechanism, in terms of minintisénigtal
cost of production, we measure this property and compare it to the optilnibsdound in the
centralised mechanism. Given each total demand, the mean efficiency of itket faxeraged
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over 2000 independent rounds) is shown in figure 4.6, where the oginm@idiction cost is nor-
malised to 1, while the total production cost of the centralised and the desdnaechanisms
are shown in figure 4.5. As can be seen, the mechanism is efficient withesage efficiency
of 83% (and a minimum efficiency of 53% when demand is relatively low) foikets and an
average efficiency of 86% (and a minimum efficiency of 67%) for markdh/Aoth cases, the
minimum efficiency case occurs when the demand is split amongst many mauéessithan
are actually needed (with respect to the optimal allocation). This increasesdinall cost of
supply as a result of the fixed cost of the extraneous suppliers. Howethe typical CDA, the
worst-case analysis considers the average efficiency of ZI agendie [&d Sunder, 1993]. This
is because although it is theoretically possible for an allocation of very Ifieiezfcy to occur,
in almost every run (higher than 99% of the time), the CDA implemented with agepi®ging
the ZI strategy has a high efficiency. Thus, it is the zero-intelligence@afuhe strategy which
provides a lower bound on measuring efficiency and, we expect thhagerefficiency with a
more informed strategy to be better [Cliff and Bruten, 1997; He et al., 20¢@&lingum et al.,
2004]. We thererefore adopt this approach in discussing the inheffesiency of our CDA
mechanism.

In the experiments with each market, we observe an increasing trendoyhtbeemarket effi-
ciency increases as total demand approaches the maximum capacity dittse Recan also be
seen that there is a high variance when the total demand is relatively lovgideang specif-
ically the set of experiments with market A, the intuitions behind these obsarsadie as
follows. The variance of the market efficiency is generally higher whendtal demand is low.
This is because the optimal allocation for a total demand of 100 is completelyechve seller
1 (with a marginal cost of 1.5 and a startup cost of 100). However, otkehmechanism does
not ensure that only seller 1 will trade and, thus, sellers 2 and 3 may ajsarbef this alloca-
tion for the total demand of 100. The high variance is principally an artifatiteadditional
startup costs if more than one seller were to trade. As the total demand expEet 175, the
optimal allocation is covered by at least two sellers. Again, the varian¢¢hmedemand of 175
is the result of sellers supplying different numbers of units at diffenestginal costs, with at
most one additional startup cost. When the total demand is very high, closettidhcapacity,
all the sellers participate in the allocation, and the small variance is solely due selllers
providing different numbers of units (a difference which is relatively wmpared to the total
startup cost). The observations in the set of experiments with market Bszabeaexplained by
the same reasoning, with the higher variance occurring when demandathbécovered by a
single seller is distributed among multiple sellers.

Furthermore, we can explain the increasing trend of the market efficesmy in figure 4.5.
Considering market A, a demand of up to 175 can be provided by only T.s€le jumps in
figure 4.5 correspond to the optimal allocation changing between a combictioe to three
sellers. For example, jumps at 100 and 150 correspond to the optimal alfostiting with
seller 1, changing to seller 2 and finally to seller 3. The increase in efficientotal demand
increases is the result of the number of sellers involved in the optimal allocatianging from
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FIGURE 4.7: The sellers’ total profit given different demands (farket A with 3 buyers and
3 sellers and market B with 15 buyers and 15 sellers.

a single seller (up to a total demand of 175) to three sellers (past a total defi®25 which is
the highest demand any two sellers can cover). However, in our marikenumber of sellers
can trade at any time. Thus, as total demand increases, the loss in effitiaharises from
the extra startup costs (compared to the optimal allocation) decreases whiah @xplains the
generally increasing trend. In the simulations with market B, a similar trend eaiberved,
with a lower efficiency when demand is lower than the minimum sellers’ capaciy) (2As

in market A, there are more inefficient allocations that can arise when daeim#ow (and can
be satisfied by a single seller), which would decrease the averagereffici@uch more than
it would given a smaller number of inefficient allocations. Here, we use dheeseasoning
as in market A to explain the jumps, which are larger in number given the largaber of

participants.

As well as being efficient, the simulation results in figure 4.7 show that, brohalsellers and
buyers do indeed equally share the market profits (the ratio of sellatspto total market
profit is approximately equal to 0.5 in both cases). This fair division ofifgrarises from the
design of the clearing rule (see section 4.6.1). This is important becaugedfiiability means
that the agents are incentivised to enter the market which means our distribetdanism can
be viewed as being individually rational.

Having analysed two different markets (A and B) in detail, we now examimethe efficiency
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Average Efficiency of Decentralised CDA Mechanism
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FIGURE 4.8: Performance of decentralised mechanism in differemkets with different num-
ber of buyers and sellers.

of our mechanism scales up over different markets (see figure 4.8)dén to do so, we find the
average efficiency of markets as the number of buyers and the numimdles are respectively
varied from 24 to 20. We run the auctions over 500 iterations with sellers randomly allocated
their supply and buyers having a demand ranging from 1 upto the totdiysdipigded by number

of buyers. As can be seen, the average efficiency of the mechanisnmisimed as the size of
the market increases. The average efficiency ranges between @.6®&nwith no correlation

to the market size, which implies that it is unaffected by the size of the markeshadn, this
means that the market scales.

4.7 Summary

In this chapter, we have presented our work on the development of twplementary mech-
anisms for task allocation. We considered a scenario where producttsmare characterised
by a cost function composed of a fixed cost, a constant marginal cst lamited capacity and
where we were seeking the minimal total production cost that satisfies demand

Specifically, in the first mechanism we extend the standard VCG mechanismpoailem do-

main in order to incentivise selfish agents to report truthfully about theistipereby enabling
the mechanism to find the efficient allocation. This required a novel peraignge to ensure
that the mechanism is strategyproof for agents misreporting both theirra#teir capacities.
Individual rationality is conserved under this new mechanism and we Bbaxthis mechanism

A minimum of two sellers and two buyers is required for a double auction.
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is robust to uncertainties in the capacities of the agents. We then presedye@raic pro-
gramming algorithm, that solves the task allocation problem of the centre in@galghomial
time.

In the second mechanism, we extend the standard format of a CDA so agtopgla decen-
tralised mechanism for resource allocation in the same context. We find that thianiem has
a fairly high inherent average efficiency (over 65% in the examples vay shy testing it with
a variant of the ZI strategy.

When taken together, we find that these mechanisms represent a tradeohs of efficiency
and the decentralisation of a mechanism (in the examples we consider, thie &ffsiency

can range from 0% to 50% depending on the demand and number of angesellers in the
market). However, both mechanisms still ensure that the participants @epiadit by joining

the mechanism, thereby justifying their use with selfish agents.

In sum, in this chapter, we have designed two mechanisms for addresgingereent 2 in the
list detailed in chapter 1(namely the requirement for mechanisms that dealomgktrained ca-
pacity). Furthermore, the distributed CDA mechanism addresses requirénie that it is a
distributed allocation mechanism. This chapter concludes part | of this th&fsifiave found
that whilst there are numerous advantages to implementing distributed allocatibiamsns
(see Chapter 1) there is usually an efficiency cost associated with disttibliocation mech-
anisms. Chapter 3 showed that in the case of rational agents, this efficsdiogver bounded
atl — % In this chapter, we showed that the average efficiency of a mechamised lon the
CDA can drop to around 65% when agents within the system are employing-intelligence
strategy. Thus, in the context of MSNs, it will be imperative to judge whethese distributed
mechanisms justify their efficiency cost. The next part of this thesis will newsicler distrib-
uted information mechanisms. In these mechanisms, the agents do not forvatbetion or
cost solely their privately observed type (as considered so far)$mba those of other agents
within the system.
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The previous part of this thesis (Chapters 3 and 4) considered isss@sated with mechanisms
that enable distributed allocations. In this part of this thesis, we switch this tocdistributed
information which is another core challenge within distributed mechanisms pagtekkin fig-
ure 11.1). Specifically, this challenge considers how to design mechanidmaa the agents
determine their valuations of goods within a market from distributed piece$armation that
are privately known by other agents within the system.

Design Perspective Design Challenge
Distributed
Allocation
Strategy Design Distributed Mechanism (Part I)
and Analysis Employing Simultaneous
Auctions (Chapter 3) I
Mechanism with
Constrained Capacity .
; Computational
Suppliers(Chapter 4) Mechanism
Design of Design
Protocol
L
Distributed
Information
(Part )

FIGURE II.1: The challenges addressed and the design perspeéfdatdl of the thesis.

Now, it could be argued that traditional auction mechanisms already aggreigtributed pieces
of information from different agents in order to determine the outcome of tlohamessm. How-
ever, these mechanisms only deal with private signals, where an agdatmalate its valuation
of a good or service once it is aware of its own signal. This is, theretorly,a very limited
form of distributed information whereby only the centre requires theselistd pieces of in-
formation so as to determine the outcome of the mechanism (i.e. the allocatioroofoes
and transfers of money). A more general form of distributed informatamuis when every
agent within the system is potentially reliant on the signals observed by @betsan order to
formulate their valuations of goods or services. In this case, the agemietadetermine their
valuations until they know the signals observed by the other agents. ldoveivce the agents
are selfish, they would not share this information unless they have artiicemndo so. Given
this, this part of the thesis considers how to provide these incentives tgehésavithin the sys-
tem, whilst still preserving certain desirable system properties such egetfy and individual
rationality.

In more detail, Chapter 5 reports on the design of an efficient and indildational protocol
for allocating multiple items to buyers who have interdependent valuations.thiedistributed
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information occurs since the agents require the private observatiorthef agents in order
to formulate their interdependent valuation. We then consider in Chaptepéc#is type of

interdependent valuation which arises out of the uncertainty that agamesdoncerning the
success rate of other agents within the system. In this case, the distribudedation is of

the form of the reports an agent gathers from other agents within tharsysterder to form

perceptions about the success rates of agents within the system.



Chapter 5

Mechanisms for Interdependent
Valuations

This chapter is the first of two that concentrates on designing a centralistatol for sce-
narios where the agents form their valuations from distributed informatigecifically, we
consider the case where agents form their valuations based on thie giiyaals that they ob-
serve, as well as those observed by other agents within the system (@/liehproblem that
requirement 3 seeks to tackle). This particular case is termed an intedéggperaluations en-
vironment and arises in our MSN scenario when sensors fuse diffelbservations about the
same event. Specifically, we use an information-theoretic measure to thesivieterdependent
valuation function. Now, as we later show in this chapter, the VCG mecharogs bt con-
serve its desirable economic properties of being incentive compatibleeeffand individually
rational in this case. We therefore address requirement 3 by desigmiegy anechanism for
interdependent valuations that does exhibit these properties. Furtteemmeoshow that the new
mechanism does not add any additional computational burden over avel thiat of the VCG.

The remainder of the chapter is organized as follows: Section 5.1 intredbeaesearch on
efficient protocols for interdependent valuations. We then explain himrdapendent valuations
are relevant to the running MSN scenario in Section 5.2. This researckrisptlt into the
context of general MAS settings in Section 5.3 where related work is disdusn Section 5.4,
we demonstrate how values can be assigned to the measured data usimgtiofotheoretic
principles. We then discuss certain assumptions that are critical for angependent valuation
mechanism to be efficient. Section 5.6 goes on to presents an efficientiveessmpatible,
individually-rational mechanism when buyers wish to have only a singld.gblois mechanism
is then generalised for the case where buyers requires more than orie fB&ttion 5.7. We
then prove the economic properties of the mechanism and discuss its comaltptaperties
in Section 5.8. The main contributions of this Chapter are summarised in Section 5.9

90
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5.1 Introduction

We have demonstrated in Chapter 4 how auction mechanisms are valuabikfantkresource
allocation problems in MASs consisting of selfish agents. However, a lkaycsiming of tra-
ditional mechanisms is that they are based on the assumption of privaterndéapgaluations
to achieve these desirable properties. Such private valuations ariseawlagent forms its val-
uation of the goods or services basedelyon its own observation or signal (e.g. the value of
a particular car to an agent depends solely on the agent’s own perceptiancar’s use and is
not dependent on the valuations of other bidders). Thus the privaenaiions of agentare
usually encompassed Iy, the type of agent (refer to chapter 2 for more details). However,
the more general case is that valuations are actiratydependen(e.g. if the agents’ valua-
tions were to consider not only the car’s use, but also its potential resahile, the valuation
would clearly be dependent on the valuations of other bidders). In thes tlae bidders form
their perception of the value of an item based on the distributed informatioergalthy other
agents within the system. Now, as we show in section 5.7, the desirable tigsméithe VCG
mechanism no longer hold in this case and the auction is not guaranteed ffwieatenvhen
agents have interdependent valuations. To rectify this, we develop eneetanism that is.

In more detail, interdependent valuations occur most commonly within MASs agyents have
noisy or uncertain estimates of the true value of a good. For example, eottsiccase of agents
bidding for a service in some form of computational economy (as is fouitd,wmeb services
or grid computing). In such cases, the value of a service to an agerersdgpendent on the
time of response between submitting a request and receiving the deswve sélowever, in
many such cases, the dynamic and open nature of most of these systersstmeaach agent
is only likely to have limited previous experience of a given service and tlwi#l @inly have an
imprecise estimate of its expected response time. Now, if the agent knew plomsegime of
other agents that have used this service (e.g. by asking them aboutrévedus experience or
by deducing it from their bidding behaviour), it would be able to form a nameurate estimate
of the future response time (by cross-correlating from a broadef sgperiences). Hence each
agent’s valuation is dependent on the signals (in this case, the respongeliseeved by the
other agents bidding for the service and thus we again have interdepeatieations. Another
instance where interdependent valuations have been documented is i@GhspEctrum auc-
tions [Cramton, 1997] where it was found that bidders formed their valmbased around the
beliefs and actions of other bidders. In these auctions, each biddéedveminfer from the
bidding actions of the other bidders how much they valued the spectrumdémst were be-
ing offered. Thus, whilst each bidder had carried out independsetarch to gauge the market
profitability of these spectrum licenses (i.e. how much money can an agentigtly make by
using the license if it wins it), they wanted to use the information gained by the loithders as
well.
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To overcome the independent valuation limitation, a number of researcersibveloped effi-

cient auctions for interdependent valuation scenarios where a singlésitdincated (see Sec-
tions 5.3 and 5.6 for more details). However, in this work we are interesteceilcabe of
multiple items being allocated (i.e where agents may be interested in combinations of items
such as a bundle of services). This extension also allows us to consediengibrtant case of
combinatorial allocations. These allocations deal with items exhibiting compleritiestand
substitutabilities and are known to be more efficient than multiple concurretibas of single
goods (as shown in chapter 3). Such allocations occur in many real sa@thrios such as the

grid services and FCC spectrum auctions we mentioned earlier.

Now, as we discuss in Section 5.2, such distributed information also needsdatdred for
within MSNs when data fusion needs to be carried out. In order to adthissgroblem, we
first formulate a function that characterises the value that an agensmlaeeparticular piece of
data originating from other agents. We then develop, for the first time, et direchanism that
can allocate multiple items in an interdependent valuation scenario where gamhreceives
a single-dimensional signal (for example, a time of response in the compalagionnomy
or market profitability in the case of the FCC spectrum). We restrict our attetdgigingle-
dimensional signals because in an interdependent valuation scenariotipizssible to develop
an efficient auction for multi-dimensional signals [Jehiel and Moldova@Q1}. Moreover, the
single-dimensionality of the signal is not overly restrictive because in masgscthe necessary
information can be encompassed into a representative single-dimensiamell dig fact, we
demonstrate in section 5.2, that this is indeed the case for the MSN scenastdye In
developing this mechanism and studying its application, we advance the sthteat in the
following ways:

1. We formulate a novel valuation function based around the informatiomdbthe Kalman
filter [Manyika and Durrant-Whyte, 1997] since this is the simplest and mlegaat
way of fusing different measurements of the same observation. Thisidanequates
the valuation to the expected gain in information when data from a number fesois
fused.

2. We extend the standard VCG mechanism to deal with interdependentimatui the
case of multiple goods in which agents receive a single-dimensional signal.

3. We prove the economic properties of our mechanism. In particular, o 8fat it is
incentive-compatible, individually rational and efficient.

4. We analyse the computational properties of our mechanism and show doss not
impose any additional computational load on the agents compared to an iddepeal-
uation scenario. However, there is a corresponding increase in thre’'s@omputational
load.

'However Mezzetti [2003] shows that if we adopt a two-stage appré@che auction design, we can then
achieve efficiency and incentive-compatibility in certain cases.
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5.2 Interdependent Valuations within the MSN Scenario

We now discuss how sensors can have interdependent valuations withimttieg MSN sce-
nario that we consider (as highlighted in the red rectangles in figure Dlthi§end, consider
multiple selfish sensors that are monitoring a particular area under theainhsfilimited com-
munication bandwidth between the sensors. These sensors are intarasgtening the data
gathered by other sensors and, as a result, are willing to pay for thishdag.in contrast to
chapters 3 and 4, the sensors in this case cannot place a value on thefdatathe sensors
communicate their signals to the centre. Instead, they can only provide #ofudescribing
how the signals from other sensors would affect their valuation. SueBaarises in our MSN
when sensors fuse uncertain information about target estimates in ordetaion a more pre-
cise measurement. Then, the knowledge about a particular measuremerisgp affects how
much value another agent places on it. However this knowledge is onlyrkimthie agent that
has carried out the measurement. This results in an interdependent vakei@rio where the
sensors can only provide a function stating how much value they will platieectata given the
signals from the other sensors.

In section 5.4, we shall derive an information-theoretic valuation functibithvprescribes
the value that sensors should place on a piece of data when the seisor® iuse target
information. In so doing, we also generalise the target-detection scendhie tase where the
different sensors have different regions of interest (as opptus#te single region of interest
considered so far).

5.3 Related Work

The derivation of valuation functions for MSNs has recently become twveaarea of interest
since it enables a host of cooperative and competitive task allocation msch@ be employed
[Chu et al., 2002; Zhao et al., 2002; Lesser et al., 2003; lyengaBaooks, 2005]. On one
hand, in [Lesser et al., 2003], the valuation functions do not have amiation-theoretic basis.
Rather they are specified by the system designer and take into accbjattiste measures such
as how many readings of a target is enough and what is the most importatt @rgthe other
hand, [Chu et al., 2002; Zhao et al., 2002] provide guidelines fortupmformation-theoretic
valuation functions for collaborative target-detection and tracking. Meredopt this latter
approach and use one of these measures, namely the entropy meaduteyelop it for the
target-detection scenario we consider. Finally, in [lyengar and Br@&8l5], it is assumed that
there is some information measure which guides the decision-making in thesedsaever,
in contrast to our work there are no detail about which information measunald actually be
used.

Auctions for interdependent valuations have also been consideredhibylaer of researchers
[Krishna, 2002; Dasgupta and Maskin, 2000; Jehiel and Moldov2®@d ]. In particular, there
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FIGURE 5.1: Figure of the MSN scenario highlighting the interdegbamt valuation of buyers
considered within this chapter

are currently two main approaches to finding an efficient mechanism fadltwation of items
with interdependent valuations. Krishna considers a direct mechaniseffifbent allocations
for multi-unit single items with single-dimensional signals. In this case, agebtsistheir
interdependent valuation functions, as well as their signals, to a centabmeer who then
decides on the efficient allocation. The payment scheme was then devitet the agents are
incentivised to reveal their signals truthfully. Dasgupta and Maskin hiseed@veloped an effi-
cient mechanism for the case of two non-identical items, again with single-dioreah signals.
In their case, agents make contingent bids rather than submitting their valtiaiiions and
observed signals (i.e. agent 1 submits a range of bids that describesvtbdaicagent 2 bids a
particular value and vice versa). Thus the bidding is more complex than in&smechanism
because the agents have to submit bids based on what other agents mighthieidthan just
revealing their valuation function and signals. This bidding becomes evemcoarplex in the
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FIGURE 5.2: Figure showing a MSN detecting a target which falls i egion of interest of
two sensors and region of observation of three sensors.

indirect mechanism they have developed for the case where multiple itemsoreedllocated.

Given this, in this chapter, we adopt the approach by Krishna, sincédtimg is more straight-
forward for the agents. Specifically, we develop a direct mechanismdier do0 deal with the
allocation of multiple items where each agent receives a single-dimensional.si§ nave
extension of the VCG mechanism is known not to work in this case [KrisHd@2]2and given
this we show how to change the payment scheme in order to achieve theblgesranomic
properties of the VCG. We should note here that we do not concerelaesswith the problem
of multi-dimensionality of these signals since it is known that allowing for multi-dirceradity
of signals leads to inefficient allocations in direct mechanisms [Jehiel andovenu, 2001].
If the agents can observe the outcome of their reports, then an effitliecateon with multi-
dimensional types is possible [Mezzetti, 2003]. However, we believe timaisthmpractical
in many cases because an agent might not be able to observe the outcomeeriport (see
[Mezzetti, 2003] for an example). Thus, in this chapter we considertditechanism where the
agents can report on their types only once.

5.4 An Information-Theoretic Valuation Function

We now develop our valuation function based on the information form of thienkn filter
[Manyika and Durrant-Whyte, 1997]. To this end, we demonstrate hovdigtabuted infor-
mation filter can be used to fuse different pieces of information togetherthéeshow how
sensors in our scenario (depicted in greater detail in figure 5.2) caa tredudata held by other
sensors according to the information gain they receive when obtainingtae d
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To recap, the Kalman filter is an efficient recursive filter that estimates the ata dynamic
system from a series of incomplete and noisy measurements [Kalman, T8@&0dbservations
within a Kalman filter are of the form:

z(t) = H(t)y(t) + n(t)

wherey(t) is the state of the system at timeH (¢) is the linear observation model andt) is a
zero mean random variable drawn from a normal distribution with vari&hc€he covariance
update component (which measures how the uncertainty in the measuramesitig more data
is collected),P—1(¢ | t), of the information form of the Kalman filter fa¥ observations is:

N

Pt t) =Pt | t— 1)+ > HTG)R'(G)H ()
j=1

The summation in the above expression represents the decrease inramvand thus the gain

in information at timet when all theN observations are fused. In the case of our problem the
value of receiving data from another agent can thus be representdeé lpain in information
this observation engenders.

In order to achieve an efficient allocation, this gain in information must beulzdéd from

the measure of the data accuracy prior to actually fusing the data. Thumnwepresent the
measure of accuracy of a data potht(which becomes an agent’s type), as its covariance which
is calculated from the covariance of its observatiBfy):

0; = H"(j)R™"(j)H(j) (5.1)

Thus the gain in information of agehtvhen all relevant data is transmitted to it and fused, can
be expressed as a sum of this measure of accuracy provided byfaébhetother agents:

vi(0) =0;+ > 0; (5.2)

je—i
where—i =7\ i.

Equations 5.1 and 5.2 thus cast our valuation function in the Kalman filter foowelkr, we
need to modify this so as to incorporate the characteristics of our scelmagarticular, in our
scenario each of the sensors has a region of observation which isethé @an sense and a
region of interest which is the area it wishes to gather information abowgh@sn in figure
5.2). As aresult, all observations may not fall in an agent’s region afrebtion (as depicted in
figure 5.2). Furthermore, an agent may not be able to receive all theldati® the bandwidth
constraints of the communication network. Defining as the probability that the data observed
by agentj is relevant to agentand a vectors describing the allocation of the flow of data in
the network, then the expected valuation is:
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(0, K) = 6; + Z fijcuii0; (5.3)

JE—1T

By slight abuse of notation, we shall hereafter refer to the expectedti@i@;(.) asv;(.). From
the valuation function, we can observe that the valuation of an agkgtends o, which are
signals measured by other agents. This firmly puts us in the realm of inteidksgevaluations.
We next describe the mechanism developed by Krishna for such valsai@hsingle items,
before detailing our mechanism for the multiple good scenario. Howeveregogresenting the
interdependent mechanisms, we shall discuss the assumptions that aaéforitibe auctions
to be efficient.

5.5 Assumptions in Mechanisms with Interdependent Valuations

In this section, we discuss the assumptions that are required so that themsethdeveloped
for interdependent valuations are efficient. In fact, it has been slioairwhen these assump-
tions are violated, then no efficient direct mechanism can be developethifld, 2002; Jehiel
and Moldovanu, 2001]. We shall also demonstrate how these assumptgonsteaoverly re-
strictive for our sensor network scenario and are naturally satisfietido}VISN scenario we
discuss.

Recapitulating, in this scenario, each agént € Z, observes a signdl, € ©; and forms its
valuationv;(.) based on the vector of signals observed by all agentsf).and the particular
allocationK € K being implemented. Thus, : ® x £ — ®,. The mechanism(M, r),
then consists of an allocation rulef : ® — K that chooses the allocations and a payment rule
r:0 — %E' that determines the paymentsfrom each agent, both being based on the reports
of the signal value#. Finally, we shall denote allocations induced by the true repoft Gdll
other agents-: being truthful) askj. As 6, is decreased, it is quite natural to expect that the
allocation which is deemed efficient will change because the valuationcbfadcation by
the agents would also change. These allocations will be denotéd byith I being the index

of each successive induced allocatiordas decreased. Mirroring this, &s is increased, the
successive efficient allocations are denotedsBy.

ov;
0 > 0.

Assumptiorb. 1

This implies that higher values of the signal lead to higher valuations for teetad his
restricts the signal of the agent to vary in one direction only, thereby matkingpossible
for an agent to have the same valuation of a particular allocation for two afiffesignal
values. For example, in the case of a computational economy, this would implththa
valuation always increases with rapidity of service (which is the measiged! ;). In the
case of the multi-sensor network scenario, this condition is automatically shssiiee new
data cannot decrease information.
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Assumptiors.2. 95 > 34 Vi, j € T,i # j.

This implies that an agent’s signal affects its own valuation more than it affleetsalu-

ation of any other agent. This assumption is the single-crossing conditidmgaran the

interdependent scenario [Krishna, 2002; Mirrlees, 1971]. Withasitciindition, no efficient
mechanism can exist. In the case of a computational economy, this implies tragehe
puts more credence on the rapidity of service it measured, as opposeddneglobserved
by other agents. In our scenario, this assumption implies that the regiorsefvation of

any sensor is not a subset of the region of observation of any othsors@.e. no agent is
redundant in this system).

Assumptiors.3. G¢i(., K}) > (., K1) if p < g
This implies that if a higher value @f induces an allocatioik®, then agent’s value changes
more rapidly in this new allocation than in the previous dfga This implies that on receiv-
ing a highert;, the centre allocates a set of goods ta the new allocationk, wherei's
valuation changes more rapidly, than in the previouslég;l. To better explain this as-
sumption, consider a situation where there are two services to be allocatad agent has
a complementary valuation of them. Suppose that the agent is allocated alpag@&uice
whend; = «. Now, if 6, is increased, there will come a poifit= 5 > o when it will be
efficient to allocate both services to the agent (since from assumption 5:2luggions will
increase more rapidly than that of other agents). This assumption then impli¢isehate of
change of the valuation with respectitds greater in this new allocation than in the previous
one. Consider, for example, two agents bidding for two pieces of data i8N scenario.
Then suppose that #sis increased, it first becomes more efficient to allocate one piece of
data (denote this allocation &§’ ;) and then both pieces of data to ageidenote this al-
location ask™ ,). Then this assumption implies thg# (6;, 6, K7 ») > 54:(6;,6-5, K* )
(i.e. agenti's valuation increases more rapidly with when it is allocated both pieces of
data rather than only one).

In the next section, we present the mechanism developed by Krishefitwent allocation in
single good scenarios.

5.6 A Mechanism for Single Goods

Having discussed the assumptions that are required for an efficienamsch we now pro-
vide an exposition of an efficient, individually rational and incentive-catitgpe mechanism
developed in [Krishna, 2002]. Though this mechanism is limited to single gthmch#ons, it

provides an introduction to the design of efficient interdependent mehan

In more detail the mechanism proceeds as follows:
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1. Each agenttransmits to the centre its valuation functiofié)?.
2. Each agentalso transmits its observed sig@al

3. The centre then allocates the item to the buyer that has the highest ¥alue it

5 — 1 ifvi(0) > ma:):#ivj(a)
' 0 zfvz(a) < MAT j£iV; (5)
4. The centre also calculates the paymgnmnade by agent if it wins the allocation (i.e.
K} =1)as:
ri = vi(2(0-), )
where
2i(0—i) = inf {y; : vi(yi, 0—s) > max;xiv;(yi, 0—4)}

The buyersj (j € 7\ ©), for whom K; = 0, pay nothing (i.er; = 0)

Thus, the signak;(6_;) is the smallest value of; that: could report and still receive the
item, given the reports of the other ageatg. In more detalil, figure 5.3 demonstrates how the
payment is calculated when allocating a good when there are two agerdg wishing to have
that good. The value df; which has been observed bymplies that it should be awarded the
object. The payment is calculated at the poin®iswhenv; > v;, keepingd_; constant.

Krishna proves this mechanism to be incentive-compatible, individuallyratend efficient in
an ex-post Nash equilibrium. Having thus detailed the mechanism for the-gjogtescenario,
we now develop our mechanism for multiple goods that builds upon it.

5.7 A Mechanism for Multiple Goods

In this section, we extend Krishna’s approach in order to develop atdirechanism that is
incentive-compatible, efficient and individually-rational for the casemaitiple goods with
single-dimensional signals.

Specifically, the mechanism we have developed proceeds as follows:

1. The centre announces the set of itethat are to be auctioned off.

2. Each agent transmits to the centre its valuation functiof{ K, 8) for all the possible
allocationsk € K.

We refer to the valuation as (6) meaningu; (K, 0) = v;(0) if K; = 1 and isO otherwise.
3Ties are decided by a random function assigning equal probability ofimgrio each of the agents in the tie.
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values
A

v(6,,6.)

Q)

z(0.) 0,

FIGURE 5.3: Figure demonstrating how payments are calculated ishida’s mechanism for
single good and interdependent valuations.

3. Each agentalso transmits its observed sigr@al 4
4. The centre then computes the optimal allocafignwhich is calculated as:
Kt = (K, 0 5.4
¢ = argmax (;v( )) (5.4)

5. The centre also calculates the paymembade by each agentTo do this, the centre first
finds them next best allocations as the reported s@\gaﬁ decreased, until the presence
of 7 makes no difference to the allocations. That is, find aIIocatiﬁﬁls. . Kfn and the
signal values! such that:

27 = inf{?/i Y il yn 0-i) = Y vilKi .y 0"')} -9

i€T €T
(where each allocatiof is different) until:

zZt = inf{yi : Zvi(Kin_l,yi,O_i) = Zvi(Kfn,yi,H_i)} (5.6)

i€l 1€l

‘iOf coursef; may not be equal t6;. However, we prove in section 5.8 that it is a best strategy for the agent
setl; = 0;.
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where the allocatiork’!, is the optimal allocation whendoes not exist:

K, = arg max Z vj (K, 0)

je—i
Then the transfet to buyers; is:
m—1 ‘ ‘
ri= >y [Z (K} 2, 0-5) = > Uj(KlZ-HaZéae—i)} (5.7)
=0 je—i JjE—T

The above scheme rests upon making an agent derive a utility equal to thieahaontribution
that its presence makes to the whole system of agents (which is the same intsiitisadain
the VCG). Thus the additional part of this mechanism is to take into accouefftwt that an
agent’s signad; has on the overall utility of the system.

This mechanism is general and is shown (below) to reduce to the well-knavitiple-good
private value model if we take the case of independent valuations (i.e (wf{én.) = v;(6;, .)).
Then the optimal allocation (from equation 5.4) is:

K = arg max <Z vi(K, @))
icT
To calculate the payment scheme, we first note that with independent vaktianly affects
vi(.). Thus repeatedly decreasifig until the stopping condition on equation 5.6, does not
change the valuation of the other agentison the different allocations. This then implies that
in the payment (as computed by equation 5.7) all the terms cancel eacrestiept for the first
and last, leading to a payment of:

ri= > v(Kg0) = Y vi(KG,,0)) (5.8)
JET\i JET\i

This is exactly the payment scheme for the multiple-good private values mduieh we dis-
cussed in section 2.4.1. Thus, this shows that the classical VCG mecharasnnistance of
the generalised mechanism developed here. Furthermore, notice tiapéiss 5.2 is automat-
ically satisfied in this independent valuation scenario, s%ﬁée: 0 in such a scenario. Also,
since an increase ify would only increase;(.,;), any increase i; that induces a new al-
location would imply that the rate of change®f., 6;) with respect td; is higher in the new
allocation than in the previous one. Thus, assumption 5.3 is also automaticalfieddtighe
independent valuation scenario.

5If the transfer is negative, it implies that buyigrays to the centre.
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TABLE 5.1: Valuations of the players with each allocation

Allocation || v (K, 0) va (K, 0) vr(K, )
(AB, @) 491 + 2(E2 0 491 + 292
(A, B) 201 + 05 01 + 20, 301 + 365
(B, A) 01 + 04 0.561 + 265 | 1.56071 + 36,
(@, AB) 0 01 + 460, 01 + 404

5.7.1 Example of Interdependent Valuations

In order to further explain how the mechanism operates to achieve effjcamd incentive-
compatibility we present an example that demonstrates how it computes the e#lmeation
and the payments. We show why a straightforward implementation of the VCGamisain
would fail in this case. We will also consider the assumptions that we madetiors&c7 and
show how the mechanism fails when these do not hold.

We consider a very simple case, hamely that with two agérasd2, bidding for two different
spectrum licensed and B. The set of possible allocations consists of four members, which
areK = {(AB,9), (A, B),(B,A),(2,AB)}. In this case, each agent perceives a particular
signal#; that determines the market profitability of the spectrum licenses. Table 5ak she
valuations of player$ and2 for each allocation, as well as the sum of their valuations.

We shall now consider how agehtviews the mechanism as it reports its sighal The ex-
planation for agen? is the same and is therefore omitted. Figure 5.4 shows how the value of
each allocation varies for agents2 and the set of agenfs, as agent’s reported signa#; is
increased. We denote agdnby i and agen® by —i to demonstrate how this works in cases of
more than two agents. Suppose that agenas observed; = 1.5 and agen® has observed

a value off, = 2. Then from the figure, we see that the efficient allocation in this case is
K = (A, B) (the efficient allocation is the one that maximises the valu&)ofFurthermore,

the values of); at which it becomes more efficient to implement allocatiéfis= (@, AB) and

K', = (AB,2)arez? =1 andzi‘l = 2 respectively (shown in figure 5.4).

Hence we can calculate the overall utility that agewuferives from reporting truthfully, which
from equation 5.7, is; (K, 0) + v_; (K, 200_;) — v_i(K},290_;) =5+ 5 — 9 = 1. Now,
any report in the rangé < 0; < 2 will induce the same allocation and transfer and thus agent
1 has no incentive to repoft in this range different from the truthful value. If agenteports

0; > 2, it will then derive a utility ofv; (K" ,,0) + v_; (K" |, 2, '0_;) — v_;(K, 2, '0_;) +
v_i(K§,290_;) —v_i(K},290_;) = 10+0— 6 + 5 — 9 = 0, which is less than what it would
derive from truthful reporting. Thus agemtwould not over-report its observed value. The
reason why this occurs is because, as shown in figureZ & |, 0) —v;( K}, 0) is always less
thanv_; (K3, 2, 10_;) —v_i(K}, z;10_;) when the true value df; is in the rangd < 6; < 2.

If, on the other hand, the agent repofits< 1, it would then derive a utility of;(K%,6) = 0
which is again less than what it would derive from truthful reporting. \Akeetthus demonstrated
how an agent finds it in its best interest to report truthfully (see sectiofob® more general

proof).
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Value of Allocations
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FIGURE 5.4: Valuations ofi, 2 andZ for each bundle a&, is increased

Now consider applying a traditional VCG mechanism (as presented in s@cfidr) to the above
example. We shall assume that if ever an agent is not present in the sysémits related
observation is zero. Then, the efficient allocation wifler- (1.5,2) is againKk§ = (A, B).
However the payments from each agent in this case will differ. In theafasethful reporting,
agentl will pay (from equation 2.8maxgcx v—;(K, (61 = 0,62)) — v_;(K,0) which is

8 — 5.5 = 2.5, thereby deriving a utility ob — 2.5 = 2.5. However, the agent can lie and
report, for instancé; = 1.8 and obtain a utility ob — (8 — 5.8) = 2.8. The incentive to lie
is present because the traditional VCG does not take into consideratieffebethat agent's
signalhas on the valuation of other agents. Of course, in a private valuatioarscgethis effect
is by definition non-existent and thus the VCG exhibits its desirable proparsesh scenarios.
However, these properties are no longer conserved in an interdameraduation scenario, as
presented here.

The mechanism is guaranteed to work in the above example because th®ralsatisfy the
assumptions presented in section 5.7. We will now show how this mechaniskth fabif ever
any one of these assumptions does not hold.

In order to show what happens when assumption 5.1 fails, consider anlsirtgle goodA.
Suppose that agenthas a valuation off; — 2)? + 0 for A and agene still has the same
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valuation of0.50; + 26,. Then the auctioneer in this case has to decide only between two
allocations, namelyC = {(A4, @), (@, A)}. With these valuations, it is efficient to allocate A

to agent 2 wher2.25 — /[(2.25)% — (4 — 62)] < 61 < 2.25 + /[(2.25)% — (4 — 6)]. If

0, <2.25— \/[(2.25)2 —(4— 92)} agentl obtains the good and pag8, according to equation
5.7. 1f; > 2.25 — \/[(2.25)* — (4 — 6,)], then agent again obtains A, but this time, it pays

6 (again using equation 5.7). Thus, it is always in the interest of agenstate that its signal is

in the lower range if its signal happens to occur in either of these randému§lh assumption

5.1 may seem to be required only for our mechanism to work, this is not gasaequired for
anyefficient, incentive-compatible mechanism [Mirrlees, 1971].

Now consider that the valuations of the good A are such th@tA, @),0) = 26; + 0, and
v2((@, A),0) = 301 + 02 — 6 (thus assumption 5.2 is not satisfied). In this case, it is efficient
to allocate A to agent whenf; < 6 and to agen® otherwise. However, it is not possible to
achieve an efficient mechanism in this case, since dgeiltalways staté; < 6 no matter what
the real value o is. In the case of our mechanism, agépiaysf, — 6 if it allocated the good.
Sincev;((A, @), 0) is always higher than this, agehwill thus lie and always state a value of
f; < 6. This problem can again be shown to extend to be symptomatic of any mechaitiem
than our mechanism [Dasgupta and Maskin, 2000]. Notice that with the akigatuations in
table 5.7.1, such a situation would not arise.

We next consider valuations that break assumption 5.3. Here the valuatiagsntsl and2 for

the allocationk’ = (AB, @) arev|((AB,2),0) = 0.501 + 205 andv,((AB, @), 0) = 3.50,

as shown in figure 5% Sincevr remains the same for all the allocations, ther is still the
same as shown in figure 5.5. Using these modified valuations, agent &slarhigher utility

of 1.75 (using equation 5.7 and the valuation function) if it repat{s> 2 thereby leading
to the mechanism no longer being incentive-compatible. The reason thissasdwecause if
assumption 5.3 is broken we then have tha#’ |, 0) — v;(K(,0) > v_i(K' |,z '0_;) —

v_i (K, 2;10_1-) as shown in figure 5.5. As a result, the agent has an incentive to lie atel quo
a higher value than; . Notice that this did not occur with the original valuations. Again this
assumption is required in order to find an efficient, incentive-compatible anésrh and is thus
not idiosyncratic to our mechanism [Dasgupta and Maskin, 2000].

Having thus illustrated the working of our mechanism and the necessity ofsiuengtions via
the use of an example, we now turn to formally proving the properties of oohamesm.

5.8 Properties of the Mechanism

We next prove the properties of our mechanism. We first consider theosgo properties;
namely that it is incentive-compatible, efficient and strategy proof, whitgttinely explaining

80f course, in practice, agepthaving a valuation for nothing is highly unlikely to occur. However, we nieed
use this particular valuation in this case due to the simplicity of our example ar todlemonstrate what happens
when one of the assumptions fails.
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Value of Allocations
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FIGURE 5.5: Modified valuations of, 2 andZ for allocations(AB, @) and (A,B) ast; is
increased

why the mechanism has the aforementioned properties. We then considemtipetational
properties, showing that the mechanism does not impose any added cthomalitaurden on
the agents’ bidding process (compared to what it would already face iimdapendent value
scenario). However, it does increase the amount of computation rddaitee calculation of
the payment, a computational load borne by the centre.

5.8.1 Economic Properties

Proposition 5.1. The mechanism is incentive-compatible in ex-post Nash Equilibrium.

Proof. Let v_;(.) = > ,c_;(v;(.)) andvz(.) = > ;c7(vi(.)). Suppose now that all players
excepti report their signals truthfully (i,ef_; = 6_;). Let the optimal allocation when
reports truthfully bef(;. We can then analyse the utility/(.) that agent derives by reporting a
certain@-. There are two cases that should be analysed, namely @yherﬁi and@» > 0;. The
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utility of an agent on reportin@- =0, is:

)_l

wi(K§,0) = vi(K.0) + ( (K2 0-0) = oK, 4 0-0)  (6.9)
=0

Now suppose an agent repoét}s # 0; but this does not change the optimal allocatigy
implemented. Theny;(Kj,0) = ui(Kg;,@-,O_i). This is because the agent will derive the
same valuey; (K, 0) if the allocation does not change and the payment will be the same as the
signalsz? ... 2™ computed by the centre. Now consider the case that an agent rép@rtéi
such that this changes the allocation. Then some other optimal allocation, iwiiebessarily
one of the allocations(?, ..., K! , is implemented. Denoting the resulting allocation when
0; < 0; asK! (i.e. 2" < @ <z 1), the utility that the agent gets from this new allocation is
then:
m—1
wi(Kh,0) = (K5, 0) + > (v-i(Kf 2 0-3) = oKy, 21, 0-5) ) (5.10)
I=n
The differenceD,, = w;(K{, 0) —u; (K, 8) between truthful reporting and under reporting (as
given by equations 5.9 and 5.10 respectively) is:

D, = vi(K3,0) — v, Z( (0, 21, 0-) = v_i(Ki 1,2, 0-0))
= (5, 0) + vi(KG 2, 0—3) — v_i(Kh, 211, 0-) = vi(K, 0)

+Z( (KT 2, 0-0) = vi(KG 2, 0))

v_(K;},0)

90, > 0, we thus have:

Since
Dn > /Ui(K6<7 0) + U—i(ng 2?7 0—1) — V- (K}w Z; 70—1) - UZ(KTiw 0)
Now, we can recast the above as:

Dy, > v (K}, 0)—vi(K(, 20, 0_3) —vi( KL, 0) v (K, 2, 0_3)+vr (K, 20, 0_3)—vr (KL, 2, 0_3)

However, by construction we know thet (K, 20, 0_;) > vr(K!, z*,0_;) and from assump—
tion 5.3 we also know that; (K, 0) — v;(Kg,22,0_;) > v; (K, 0) — v (KL, 2, 0_;). W
thus haveD,, > 0.

On the other hand, if an agent repcﬁ;s> 6; and this induces an allocatidti’ , then the utility

it derives is:

—n

m—1
wi(K',,0,) = (K, 0,)+ Y (o2 0-i) — vk, 2L 65,))  (5.41)

l=—n
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The differenceD_,, = u;(K(,0) —u; (K, , 8) between truthful reporting and under reporting
(as given by equations 5.9 and 5.10 respectively) is:

-1
D—’ﬂ - Ui(KE)kv 0) - vi(KZ—nv 9) - Z (U—i(Kllv zzl'v 9—2) - ’U—i(Kll+17 zzl'a 0—7:))

l=—n
—1
= vi(KG,0) = vi(K7,,0) = Y (vr(K, 2L, 03) — vr(Ki, 2L, 0-))

l=—n

-1
+ Z <Ui(Kli7 Zzl'7 0—1) - Ui(Kli+17 zzl'v 0—’&))

l=—n

Thus:

-1
Doy = vilKG,0) = vi( K., 0) + > (vilKT, 2L 03) = vilKi . 2L 0-4) )

l=—n

= vi(K,, 27 "0_3) —vi(K",,,0) —vi(Kg, 2 '0_) + vi(K;, 6)

—n’ g —n?

—1
- Z (vi(Kli7zg_170—i)_Ui(Kli7zzl'79—i))
l=—n+1

Using assumption 5.3 implies that_,, > 0. We thus see thatderives highest utility when
reporting@- = 0;. O

Proposition 5.2. The mechanism is efficient.

This implies that the centre finds the outcome such that:
K* = (K, 0 5.12
argml?xgvl( ,0) (5.12)
(2

Note that this is different from equation 2.10 in that in this case, we allow theatians of the
agents to depend on the vector of all tyess opposed to only the type observed privately by
an agent;.

Proof. The above is a result of the incentive-compatibility of the mechanism. Since#i®f
the centre is to achieve efficiency, then given truthful reports, theearilirachieve efficiency.
O

Proposition 5.3. The mechanism is individually rational (as defined in chapter 2).

We begin by assuming that the utility an agent derives from not joining the anéh is0.
Then, we need to prove that the utility an agent derives in the mechaniswaigsat 0.
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Proof. Given that the agents are incentivized to report truthfully, an ageetives utility:

3

wi(K5,0) = vi( K3, 0) + Y (v-i(i 2 0-3) — voi( Ky, 2, 0-)

EM

[y

= ui(K5,0) + Y (vr(K], 2, 0-3) — vr(Ki 1,2, 0-5)) (5.13)
l

3

,_.
Il
=)

m—

(Uz Klvz 0_i) —v (Kl+1,z 9—%))
=0

Sincevz (K}, 2L, 0_;) = vI(K;H, ¥,0_;) (from equation 5.5):

m—1
wi(Ky,0) = vi(K;, 0) Z(ul Ki 20 ) — vi(Kl,y, 2, 9_1))
1=0
= v (K7, 0) — v (K&, 20,0_3) + vy (K¢, 27, 0_;) (5.14)

m—1
+ Z (Ui(Kliﬂ Zzl‘v 9—i> - Ui(Kliﬂ Zzl‘+17 0—’£)>
=1

From equation 5.6y;( K" , 2™, 6_;) = 0. Now, smceM >0, ui(K§,0) > 0. O

5.8.2 Computational Properties

In order for a mechanism to be of use in real world scenarios, we musinty consider its
economic properties, but also its computational porperty. An important distinehich was
pointed out in chapter 1 is to differentiate between the computational load timapdsed on
the agents within the auction and that imposed on the auctioneer or centre.ill\Vidaalyse
the computational properties of the mechanism as opposed to that facegrtg in a VCG
mechanism. In so doing, we aim to quantify the computational cost that thel aidtieess of
this mechanism (namely the ability to express interdependent valuation) imposes

Outcome Determination. In our mechanism, the centre will need to solve equation 5.4 as op-
posed to 2.8 in the VCG mechanism in order to determine the efficient allocation. |
both cases the computation involves solving the combinatorial allocation pratiéch
is a NP-hard combinatorial optimisation [Rothkopf et al., 1998]. In fact, iteec the set
over which the optimisation is carried out is the same in both cases since thiginidet
by the number of item&V/|. Thus our mechanism imposes no additional computational
load in terms of the centre calculating the allocation.

However, in terms of calculating the payments to the agents, our mechanisningoe
pose a much larger computational load. In the case of the VCG mechanismatialy

the payment involves performing the winner determination probimes over the
reduced set of agens)\ i (see equation 2.8). However in our case, the centre needs to
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successively reduce the value of the report from each agent @adlate the optimal
allocation at each stage) until it reaches an allocation which is the optimaloorilef
reduced set of agenf8 \ i (see equation 5.7). In the worst case scenario, we have to
traverse through all possible allocations (except the efficient oneh waleulating the
differentzﬁ for each agent € Z. Form goods in a combinatorial auction, this requires
2™ — 1 calculations and is thus exponential in complexity. However, typically the numbe
of allocations that need to be traversed (i.e &} will be less thare™ and there is some
redundancy between the calculation of figin between the agents i We will exploit

this redundancy in future work so as to reduce the computational load ceitire.

Preference Formulation. In the case of a direct mechanism such as the VCG or our mech-
anism, the agents do not have additional computational load in formulating tieéarp
ences over all possible outcomes. This is because the agents transmivsleeireal signal
0; to the centre and thus do not actually compytes, 0) over all K € K. Rather, it is
the centre which performs this calculation for each agent when solvingitimendeter-
mination problem. Thus, our mechanism in this case does not add any compaitkrtaml
on the agents.

Strategy Selection.In the VCG mechanism the agent knoariori that it has a dominant
strategy, and thus this computational problem does not arise. In oyracaagent has an
ex-postNash strategy. Thus if all the agents are behaving rationally, there ismputa-
tional load on the agent in this particular case. However, if it becomes corkinowviedge
that some agent is not playing its best-response strategy (i.e. some agetdtional)
then the agents will have to search through their space of strategies adaid tbeir
best-response.

Thus, we can observe that there is no additional computational load ogehésavhen com-
pared to a standard VCG mechanism and thus we can use the computatidicadiptdfidding

languages developed for VCG mechanisms [Parkes, 2001; Nisar], Z0@®is important since
it is conceivable that while the centre in a multi-sensor network may haveganomputa-
tional power, this is not necessarily so for the individual sensors tihatypically be much

more limited.

5.9 Summary

In this chapter, we have first developed a utility function for sensorsiiti@N scenario based
on the information form of the Kalman filter. Since these utility function exhibit oheeen-
dence, we could not use standard resource allocation mechanisms. /deteloped a generic
mechanism for interdependent valuations which significantly extends theesthVCG mech-
anism and proved that the ensuing mechanism has the ideal economidipsopkbeing effi-
cient, incentive compatible and individually rational. Our mechanism is geaedareduces to
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the VCG mechanism whenever there are independent valuations (as seetion 5.7). Thus,

we can visualise our mechanism being used even in MAS where the dessigmsure whether

the valuations are interdependent or not. Finally, we analysed the compatatammplexity

of implementing the mechanism and compared it to the complexity of implementing itstcloses
equivalent (in the private value case), namely the VCG mechanism.

Whilst we have presented our mechanism in terms of resource allocati@m, fiteceasily con-
verted into a task allocation scenario. In such a case, agents will firstisabst functions
instead of valuation functions. Then, we need to perform a minimisation insteachaximisa-
tion in equations 5.4, 5.5 and 5.6 and take supremums instead of infimums in eg&afi@nd
5.6. With these changes, the mechanism still conserves both its computatidnat@omic
properties in the task allocation scenario.

In sum, this chapter has considered an important class of auctions in whiddidithers have
interdependent valuations (based on a single dimensional signal measueach bidder) and
bid for multiple goods. In so doing, requirement 3 from Chapter 1 (namelydfeirement

for mechanisms that deal with distributed information) has been addrdagheé. next chapter,
we shall consider a particular type of distributed information that arises agents depend on
other agents’ reports in order to gauge the success rate of task pgovide



Chapter 6

Mechanisms with Uncertainty in Task
Completion

In this chapter, we incorporate the uncertainty that an agent may facenjpleting its assigned
task into the design of the task allocation mechanism (which is the problem thatement

4 seeks to address). Such uncertainty was briefly discussed in Chaptked an agent was
only aware of the probability distribution over its capacity. However, thigptdragoes further

in exploring uncertainties that can occur when an agent’s successdnatag upon the task to
which it is assigned. In more detail, for each set of tasks, task perfoimagesan associated
Probability of Succes§POS) which determines the probability that it successfully completes
the task. Now, the agents may have differing views on how successartiayar agent is in
offering a certain task. This differing view is termed thestthat an agent has on another agent.
Furthermore, agents communicate between themselves their perceptionBOfSlu the tasks
offered by other agents. This allows an agent to form its own perceptiout dhe POS of other
agents from its own experience, as well as from reports from othertsagéience, we have
a distributed information environment since the information required to formalatagent’s
expected valuation (what it expects to obtain before the task is attemptedyilsutési amongst
potentially many agents. Hence, this chapter also addresses requiremleichlis to develop
mechanisms that deal with distributed information.

The remainder of this chapter is structured as follows. Section 6.1 intredbegesearch on
uncertainty in task completion and explains its importance in general MAS setivegthen put
this research into the context of the running MSN scenario in Section 6clo86.3 discusses
related work in the areas of trust and mechanism design. In Section 6ekplan the general
task allocation problem that we seek to tackle. Section 6.5 then explain theogeruperties
that such a trust model should incorporate so as to lead to efficient alles@tiour setting. We
also demonstrate via an example why the VCG mechanism fails when considededainty
in task allocation. We then present our mechanism and prove its properegtion 6.6. In

111
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Section 6.7, we demonstrate the generality of our mechanism. We then diseusstputa-
tional aspects of implementing our mechanism in Section 6.8 and then go on aictaigp
evaluate it in Section 6.9. Finally, the main contributions of this Chapter are suseuan
Section 6.10.

6.1 Introduction

In this chapter, we challenge the assumptions made in traditional MD that ah @geays
completes every task it starts or it does not default on payment for a gidwal result of this
assumption is that an agent chooses to interact with partners based ao#teior valuations
only. However, cheapest is not always best and these agents may uftimattére the most
successful. For example, in the MSN scenario we study in more detail ins&cfpsensors
may decide to pay more for a service from a sensor which is more likely tideraxgood quality

of data more reliably. Thus, in many practical situations, the choice of itienagartners is
motivated by an agent’s individual model of its counterparts, as well agfbymation gathered
from its environment about them. For example, on eBay, buyers deterngreratibility of
particular sellers by considering their own interaction experiences with (fi¢hey have any)
and by referring to the historic evaluation information provided by otheetsuyTo capture this
phenomenon, we exploit the notiontafist to represent an agent’s perception of another agent’s
probability of succeséPOS) in completing a task [Dasgupta, 1998]. This, in turn, leads us to
propose the area d¢fust-based mechanism desifBMD) as an extension of traditional MD
that adds trust as an additional factor to costs and valuations in decisigngnak

In more detail, the trust in an agent is generally defined as the expectattoih wh fulfill
what it agrees to do, given its observable actions and information gdtfrera other agents
about it [Dasgupta, 1998] By their very nature, different agents are likely to hold different
opinions about the trust of a particular agent depending on their erpedend the specifics
of the trust model they use [Ramchurn et al., 2004]. As a result, we tamply extend
the conventional MD solutions (e.g. the VCG mechanism) to encompass the obtiarst
because such work is predicated on the fact that agentphisraée and independeiiformation
which determines their choice over outcomes. Trust, on the other hand, irpplidis and
interdependent informatio(in the sense discussed in Chapter 5). For example, our trust in a
seller in a market would result from other agents in the market telling us &t®seller’'s output
quality (efficiency), combined with our own notion of the seller’s output quakthigh degree

of trust in the seller’s efficiency would mean that we believe that the sellagigyhefficient,
while a low value indicates that we believe it will not be efficient.

In this work, we specifically consider MD in the context of task allocationgreht has often
been applied [Sandholm, 2003; Rosenschein and Zlotkin, 1994]). Syadlgifin our scenario,

The term “trust” has also been used in connection with the dependabilityfafiation about other agents
[Ramchurn et al., 2004].
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agents may have different probabilities of success in completing a taskedsmthem (e.qg. it
may be believed that a particular builder ha#& chance of making a roof in five days, while
another one may be believed to havésé chance of doing so). Moreover, an agent may assign
different weights to the reports of other agents depending on the similariheoftypes. For
example, consider a “repair engine” task assigned to a garage. In seistee agents owning

a Ferrari would be likely to assign higher weights to each other’s repoutahe POS of the
garage than they would to the report of another agent which owns a Refiamt.

Against this background, this chapter develops and evaluates the nbtimstebased mecha-
nism design. In doing so, we advance the state of the art in the following:way

1. We first define the general properties that trust models must exhillibvoatrust-based
mechanism (TBM) to generate an optimal allocation of tasks.

2. We extend the standard VCG mechanism in order to deal with uncertaintaeskinom-
pletion.

3. We prove the economic properties of our TBM and show that it is incewmpatible,
efficient and individually-rational.

4. We study the computational properties of our mechanism. Specifically ove tblat the
task allocation problem i&/P — complete and develop algorithms based on dynamic
programming for the generation of possible allocations and pruning of #retsspace.

5. We also empirically evaluate our mechanism when faced with seller’s biathg.seller is
biased concerning its POS) and show that our mechanism achieveschreneéllocation
in the long run.

We now detail the MSN scenario from which the requirement of addressiogrtainty in task
completion is inspired.

6.2 Uncertainty in Task Completion Within the MSN Scenario

This section discusses how the research question we address in thierchamely uncertainty
in task completion, can arise in the MSN scenario (as highlighted in red in figglye To this

end, consider the multiple selfish sensors which can be tasked with monitarértpan region

which is of interest to other sensors within the MSN. Now, these sensorproaigle different

qualities of service depending on a number of factors such as the hardwavhich they are
based, the immediate environment in which they are situated and the state ofatfusitate

(e.g. whether it is faulty or not). Furthermore, the sensors may havediffeosts in actually
completing their tasks which may be due to the different hardware they utilide atifferent

amount of time they spend in fulfilling the service. As a result, the sensougstng the tasks
may choose to pay a premium for a better POS of the task being completed.
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FIGURE 6.1: Figure of MSN scenario highlighting faulty sensors ethare considered within
this chapter

Now, the sensor may not be aware of the POS of another sensor, séneartay not have been
sufficient interactions between them for the sensor to learn the POS dhiresensor. Then, it
may query other sensors that have had previous experience with tieilgarservice provider
S0 as to gauge its POS. However, different sensors may require datifféoent reasons and
thus place different ratings on the POS provided by a provider. Fongbea a sensor interested
in environment monitoring may impose less restrictive quality levels on the vistejdovided
than one which is involved in target tracking. As a result, it may rate the P@Spafticular
sensor at a much higher level than another sensor. Therefore gwseiill also have to learn to
judge the levels of importance to place on the ratings and experiencesqudyichther sensors
(i.e. it will have to develop #&rust mode).
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6.3 Related Work

In associating trust to mechanism design, we build upon work in both dretee area of trust
and reputation, a number of computational models have been developd&é&echurn et al.,
2004] for a review). While these maodels can help in choosing the most sfictagents, they
are not shown to generate efficient outcomes in any given mechanismxcéptmn to this

is the work on reputation mechanisms [Dellarocas, 2002; Jurca and FaRD@3]. However,

these mechanisms only produce efficient outcomes in very constrainetisseand under strict
assumptions (e.g. in [Dellarocas, 2002] sellers are monopolists and @gahifiteracts at most
once with a seller and in [Jurca and Faltings, 2003] the majority of agents airesidy be

truthful for the mechanism to wofk

In the case of MD, there has been comparatively little work on achievingjeaffi incentive-
compatible and individually-rational mechanisms that take into acamuc#rtaintyin general.
An exception to this rule is the dAGVA mechanism (see section 2.4) which cnssilde case
when the types of agents are unknown to themselves, but are drawrafpsabability distri-
bution of types which is common knowledge to all agents. However, in o, ¢the agents
know their types and these incorporates their uncertainty related to fulfiliagka Porter et al.
[2002] have also considered this case and their mechanism is the onentluat islosely related
to ours. However, they limit themselves to the case where agents can ooty eagheir own
POS. This is a drawback because it assumes the agents can measungrife®$® accurately
and it does not consider the case where this measure may be biasedf@rentégents perceive
the success of the same event differently). Thus our mechanism is i@ligateon of theirs (see
section 6.7).

Finally, our work may also seem to be a case of interdependent, multidimenalmgation
schemes [Dasgupta and Maskin, 2000] where there is an important imipgss#isult of not
being able to achieve efficiency when considering interdependent, multigiomah signals (see
Chapter 5 for a more detailed discussion on interdependent valuationsevelo we circum-
vent this by first relating the trust values to a probability that an allocationnmgptaied, rather
than to an absolute valuation or cost signal and second by achieving-ameequilibrium
rather than the stronger ex-post equilibrium.

6.4 The Allocation Problem

We now discuss in more detail the problem structure that we consider inrtrenaer of this
chapter. The system that we wish to control consists of a set of agents{1,...,} that
are requesting tasks from a set of atomic ta®8ks= {r; ..., 7,} to be performed for them.

2This is different from a best-response Nash strategy of truthfulrtieyosince the majority of agents are known
a priori to be truthful and thus they can be counted upon to report tiiyttgfeen if it is not rational for them to do
SO.
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Requesters Tasks Performers

FIGURE 6.2: Graphical depiction of the allocation problem studigth this chapter.

We shall call these agentask requestersFurthermore, there is another set of agents, called
task providers 7 = {1,...,J} that can perform these tasksNow, define the se2? =
{T1,...,Tm,...,Ton_1} @s the power set df . Then, a task performerwould have a cost
cj(Tm, 0;) for performing the set of tasks,,. Furthermore, dependent upon its capabilities and
constraints, task providerwould perform the set of tasks,, requested by agentto a certain
POS level. Letyji.ﬂ.m be an indicator function denoting whether the tagkrequested by agent

1 and performed by agemnthas been deemed successful by agemhus:

1 if 7, is evaluated by agentas successfully completed

Vid =
Tm = .
Sim 0 otherwise

We shall assume that the cost incurred by a task provider is indepesfdehéether it has been
successful or not in completing the task. Furthermore, a task requegtefd have a valuation
vi(Tm,0;) for a set of tasks,, when those tasks are successfully performed. Otherwise, it
derives a value of.. Figure 6.2 shows a graphical depiction of the problem structure we deal
with in this chapter.

In more detail, each task provider has a cost vectdhat specifies the cost it incurs for different
sets of tasks. Similarly, each task requester has a valuation wgctioat specifies the value it
derives for different sets of tasks when these tasks are perfoongéfta POS of 1. Then, given

%It is naturally possible for task requesters to be task performers agiweell N7 # (). However, we shall
present them as different sets since this clarifies the explanation.
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the set of values/ = {v;,...,vr},and costs¢ = {cy, ..., cs}, anallocationk (amongst the

set of possible allocations) matches task requesters to the task providers by specifying which
requested tasks are performed and which task providers perform(tleerk : Z x 7 — 7).
Once the tasks have been completed and the POS levels have been detewmicad then
calculate the overall value (i.e system valué} K, 6, ~), of an allocation as:

I
U(K,0,7) => vi(K,0,%) - (6.1)
i=1

<.
—
O
—~

wherev; (K, 6,~%) is the value that task requesteaderives when the set of tasks specifiedy
are completed to the POS level givendyandc; (K, 6;) is the cost incurred by task performer
j when it performs the tasks specified By Once a certain allocatioR has been decided, an
agenti is then asked to pay for the task(s) it requested (if they are implemeni€)l iwhereas
an ageny receives payment for the task(s) it has performed. Let the overafifeaof money

to a particular agentbe denoted by; € R. As is common in this domain, we assume that an
agent is rational (expected utility maximiser) and has a quasi-linear utility fun¢tae Chapter

2 for more details). Then a task requester has a utility given by:

wi (K, 15,0, = v (K, 0;, %) + 1 (6.2)

and a task performer has a utility given by :

ui(K,rj,Gj) :Cj<K,9j)—|-7’j (6.3)

The problem at hand is then to find a mechanism that fulfills the following comnsmight
objectives in MD (as discussed in Chapter 2):

e Efficiency an allocation/™* that maximises the total utility of all the agents in the system.

¢ Individual Rationality an allocation scheme that ensures agents are willing to participate
rather than opt out (i.es; > 0).

Now, in the traditional case/ 1., Is always assumed to be equalltdn this case, one can use
the VCG mechanism described in chapter 2 for the task allocation problerffett, ®ur task
allocation problem is then reduced to the following protocol which is showmyindi6.3:

“We should here note that in the above scheme, an agent is reportingtitmdogluation rather than its type.
Though technically it is thus not a direct mechanism (since the agentstdepmt their types), it can easily be
converted into a direct scheme by having the agents report the two danertf its type instead of the cost and
valuation.



Chapter 6 Mechanisms with Uncertainty in Task Completion 118

(1) (2) 3) (4) 6)  (6)
vi(7;,6)
; (1.0, -
Agents Aysélrir;:)er EX Agents c(t.9) A;Jé:;ftr::)er K, Agents

FIGURE 6.3: Task allocation model without uncertainty in task céetipn.

1. The centre receives the set of tasksto be allocated from the task requesters along with
their reportedvaluationsv; (T, 6;) for each set of tasks, they are requesting (step 1 in
figure 6.3).

2. The centre then posts these tasks in the vect(atep 3). Each task performgrthen
reports its cost; (7, ;) for completing the sets of tasks (step 4).

3. The centre then solves the following standard VCG auction equationystep

= argmax Z’uz K, 0;) ZEj(K, 0;) (6.4)

€T jeT

and computes each transfgiin the vectorr for task requesters as:

ri = Z‘UZ(K 05) — Z%‘(K ,0;) — max Z'Ul(Kﬁl) - ZCJ<K70J) (6.5)
le—i JjeT le—i €T

and for task performers as:

r; = Zvi(K 0;) — Z G(K",0) — max Zvi(K, 0;) — Z a(K,6) | (6.6)
i€l le—j 1€ le—j
4. The centre allocates the tasks according to the optimal allochatfcend implements the
transfersr; (step 6).

The VCG mechanism described above thus receives bids and asksafremis and imple-
ments the allocatiork * that maximise$ _, v;(K*, 6;) — ¢;(K, 6;). Each task requester makes
a paymentv;(K*,0;,) — (U(Z U J) —U(Z U J \ i)) whereU(Z U J) is the total utility

of K* andU(Z U J \ i) is the total utility of the choice that would be implemented with-
out agent.. Similarly, each task performer would receive a payment-(asill be negative)
ci(K*,0;) — (UZUJ)-UZUJ\j) whereU(Z U J \ j) is the total utility of the
choice that would be implemented without aggnt In equilibrium, each agent receives as
utility the marginal value that it contributes to the system. This is why the VCG meéghan
will be incentive-compatible (as argued in chapter 2) and thus lead to aieeffmechanism.
Furthermore, assuming that the utility derived from opting out of the systeerdsthen it can
also be deduced that the VCG is also individually-rational.
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Thus in the traditional setting, the VCG mechanism can provide an efficiemtidadlly ratio-

nal and incentive compatible allocation since the centre can determine tredl oniity of an
allocationbeforethe allocation is actually carried out. In contrast, in our problem setting, the
POS is not knowra priori since the tasks which have been allocated uddere evaluated by
the respective task requestafter they have been performed. Thus, the ex-post value of an al-
location cannot be determined whilst deciding upon the allocation. This impliesrieaannot
achieve ex-post efficiency in this setting. Instead, the efficiency we amch@ve is ex-ante
efficiency where th@xpecteditility is maximised. The expected utility of an allocation is then
calculated based upon the perception that an agent has about amgethies ROS at fulfilling a
certain task. We shall term this perception thest that an agent has in another agent fulfilling

a task.

Definition 6.1. Trust. A task requestei has a trust;ﬁva in agenty if it believes that agent
will fulfill the set of task,,, with a POS given byg'.ﬂ.m

Now, as argued in section 6.1, an agent can formulate its trust basegantsriscom different
agents within the system. This is especially relevant when the POS of aniswgimwed differ-
ently by the agents within the system and needs to be learned within the systesntyfically,
the trust of an agent in a particular task provider will be calculated as algamation of the
experience that the agent has had with the task provider, as well assrépon other agents
about their experience. The variable encapsulating the experiengeadfi@ular agent shall be
termed the POS measure. Specifically the POS measure is defined as:

Definition 6.2. POS MeasureThe POS measure of a task perforry'len;;fm, as measured by
a task requesterwith respect to the set of tasks,, is the frequency with which agerithas
successfully completet,, when it was allocated to perform this task for agent

Having thus explained the allocation problem that we tackle in this chapter, inetktesub-
section, we will now expand on the properties that a generic trust moeelsrie satisfy for
an efficient mechanism. We will also show how to augment the task allocatidrlepnato
encompass trust measures and demonstrate via an example why a simpleexiethe VCG
mechanism cannot guarantee efficiency.

6.5 Trust Model Requirements

Many computational trust models have been developed to allow agents teectigar most
trustworthy interaction partners (as discussed in section 6.3). Howavéreir most funda-
mental level, these models can be viewed as alternative approachehiéwirag the following
properties:

Note that we do not focus on a particular trust model. This is becauganingels implement the above prop-
erties in their own ways and in different contexts. Therefore, we aurate on these abstract properties to keep the
focus on the relationship between trust and the design of an efficieritamison. In so doing, we ensure that the
properties of our mechanism are independent of any specific trudglmo
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1. Thetrust measure of an ageirt an ageny depends both oiis perception ofj's POS and
on the perception of other agents gia POS. This latter point encapsulates the concept
of reputationwhereby the society of agents generally attributes some characteristic to
one of its members by aggregating some/all the opinions of its other membeidzdtou
member. Thus, each agent considers this societal view on other memlearduilding
up its own measure of trust in its counterparts [Dasgupta, 1998]. Theofragent: in
its counterparg with respect to a certain set of tasks,, t;lﬂ.m € [0,1], is given by a
function,g : [0, 1]Zl — [0, 1], (which, in the simplest case, is a weighted sum) of all POS
measures sent by other agents to agefitout agenj as shown below:

. . s
t;’,’Tm = 9({77]1',Tma S U;‘,Tm7 cee Uj,Tm}) (6.7)

wheren;'-,Tm € [0,1] is the POS of agent as perceived by agentwith respect to task
Tm andg is the function that combines both personal measures of POS and oth&’age
measures. In general, trust models compute the POS measures over multipiiors.
Thus, the level of success recorded in each interaction is normallygaceta give a
representative value (see [Ramchurn et al., 2004] for a generakgisa on trust metrics).

2. Trustresults from an analysis of an agent’s POS in performing a tigk. The more suc-
cessful, the more trustworthy the agent is. Thus, the models assume thistrinosotonic
increasing with POS. Therefore, the relationship between trust and P&grisssed as:
ati
ﬁ > 0.

Given the above, agents can update the trust rating for another agéritrae they interact (both
by recording their view of the success of their counterpart and by gatheew reports from
other agents about it). Thus, if an agent's POS does not change, shengasure in it should
become more precise as more observations are made and receivedfeomgents. Moreover,
having the trust monotonic increasing with POS ensures the condition gigliribees [1971]
regarding fixed points in allocation schemes is satisfied (this is a necessatifi@n for the
mechanism to be efficient).

6.5.1 Augmenting the Task Allocation Scenario

In this section we show how trust is to be calculated and taken into accousmettiasthallocation
problem we described in section 6.4. Here, any trust model satisfyingdipeies discussed
in the previous section can be used when actually building the system. Theifmlohanges
are made (as shown in figure 6.4):

e Each task requestérlmnd each task requestgreports to the centre their POS vector (i.e.
nt = [, ...75 andnd = [7] ...7] (step 1)). This is the POS that an agent has observed
about the task performers. This vector may not be complete if agents bieseperienced
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FIGURE 6.4: Trust-based task allocation model. The dotted linpsesent the modifications
we make to the mechanism when using trust in the feedback loop

any past interactions with other agents. However, this does not afeeptoperties of the
mechanism since the centre will only pick those POSs that are relevartddkudate trust
according to these).

e The agents must also submit their respective trust calculation functioat{eq.7) that
applies over the vector of all (or part of) other agents’ reported R0S%), t* = ¢(1)8,
to the centre before the allocation of tasks (step 2). This allows the centmmipute
the trust of agent in all other agents (givefis own perception, as well as other agents’
perceptions of the task performer’s POS). Given that the ttustly affects the allocation
of tasks being requested by agérthe latter has no incentive to lie about its trust function
to the centre (otherwise it could resultis task not being allocated to the agent deemed
most trustworthy by).

The trust functiory(.) may assign different weights to the reports of different agents depgndin
on the level of similarity between the types of agenésd—i. Thus, given the trust functions
and reports of POS of each agent, we now require the centre to maximisecttadl expected
valuation of the allocation (in step 5), as opposed to the valuation of the alloégatiependent
of trust (i.e. which the standard VCG does). This is because an ageatdertain probability
of completing the task to a degree of success which may be less than org.tHdexpected
value of an allocation is the'éEwi\K,ti} Yz Ui(K, 0:,7Y)] — ez (K, 90) given the
trust vectort®. This captures the fact that the agénthat allocated the task, determines the
value of~* for all tasks which it has requested and been allocatdd.iifhis effectively means
that the valuations are non-deterministic, while the costs are deterministic. ehfve ¢hus
determines the efficient allocatidk™ (step 7) such that the value of the efficient allocation is
maximised.

5We drop the task subscript of the trust and POS variable when the taskridex@nt in the explanation.
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TABLE 6.1: A set of four agents in which agent 4 has proposed a task.

Agentil e [ nt [ ny | ni | t

1 40| 04 |1.0| 0.8 | 05
2 80| 06 |1.0| 08| 1.0
3 50| 05 |1.0|] 0.9 | 0.86
4 oo [ 0525/ 1.0/ 0.95| na

Having shown how to fit trust into the process of determining the value ofaltots, in the next
subsection we provide a simple example to show why the VCG solution preseisiection 6.4
is not incentive compatible (and thus not efficient) even when we modify itrisider expected
valuations. This then motivates the search for a mechanism that is.

6.5.2 Failure of the VCG Solution

Consider a system of four agents where agent 4 has asked for a tadte allocated and its
valuation of this task is, (7, 64) = 210. Each agent has a cost; to perform the task proposed
by 4 (agent 4 has infinite cost to perform the task by itself) and doesenivedany value from
the task being performed. Now, suppose that the trust function of dgerd weighed sum of
the POS reports by the agents (itg.= o . 1j; wherea = [0.3 0.2 0.1 0.4]). Note that we do
not concern ourselves with the repontssince the task is proposed by agent 4 itself. Table 6.1
shows the cost; of attempting the task, and the observed POS value of each ageas well

as the trust computed by agent}, if each agent reports truthfully on it

The VCG solution of section 6.4 determines the allocation and payments bdgeh @ost and
valuations. However, this would clearly falil to find an efficient allocatiortsiagent 1 would
be allocated the task despite being the least trusted and hence most likely ovfailinstead
implemented the VCG mechanism with thepectedvaluations (taking into account the trust
and POS reports), we then hake = [0010] (i.e agent 3 is allocated the task),= r, = 0 and

rg = 210y—130. Thus, agent 3 will then derive an average payment&ix 210—130 = 52.7.
However, this scheme is not incentive-compatible because agent 2 chnlie; by reporting

73 < 0.7357 which will then lead to it being allocated the task and deriving a positive utility
from this allocation. Note that this scheme is exactly that of Porter et al. fanghestask
scenario (see section 6.7).

As can be seen, the VCG mechanism needs to be extended to circumvenoltésp Specif-
ically, we require a mechanism that is efficient given the reports of theta@a their costs
and valuations of allocations, as well as their observed POS vector (hima&CG is affected
by false reports of POS). In effect, we need to change the paymesinscko as to make the
truthful-reporting of POSs an optimal strategy for the agent again. Ongéstachieved, the
centre can then choose the efficient allocation based on expected utilitiedifficulty with
designing such a mechanism is that the centre cannot check on the valigi@3feports of
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agents because it is based on a private observation carried out bgethe d&hus two agents
may legitimately differ in their observed POS of another agent due to theiraliffénteraction
histories with that agent.

6.6 The Trust-Based Mechanism

Before presenting our trust-based mechanism (TBM), we first intedome notation. Let
the expected utility before the allocation is carried oulldés, 0, ) = E['y|K,ti] [U(K,8,)]
where @ is the vector containing all agent types. We also denote the marginal cdiatnibu
of the agenti to the system given an efficient allocatidt* as me; = U,Z-(f(*,e,y) —
maxgex [U—i(K,0—;,7)] wheremaxgex [U—_i(K,0—;,7)] is the overall expected utility of
the efficient allocation that would have resulted if agewere not present in the system. Now,
we can detail TBM:

1. Find the efficient allocatiof* such that:

~

K* = arg max U(K,0,) (6.8)

This finds the best allocation; that is, the one that maximises the serpetted utilities
of the agents, conditional on the reports of the agents. We note heredld not take
into consideration the reward functions of the agents when calculating #ralbutility
since these rewards are from one agent to another and therefoot ishake a difference
when calculating the overall utility of the agents.

2. We now calculate the efficient allocation that would have resulted if amt@gaeport is
taken out:

K*, =argmax FE [U(K,8,7)]

Kek I
wheret? = g(n\ n%). This computes howj® affects which allocation is deemed efficient.

3. We now find the effect that an agenfs has had on its marginal contribution. Thus, find:
D; =U(K*,)) - U(K*;,.)
This distils the effect of an agent§ reports.
4. GivenK*, the payment; made to the ageritis then’:

r; = mc; — Di (69)

Naturally, if r; is negative it implies that makes a payment to the centre. The first part
of the payment scheme;c;, calculates the effect that an agemtesencéias had on the

"The calculation is the same for a task provigemd is thus omitted.
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overall expected utility of the system. We also subtragcto take into account the effect
that an agent’s POS report has on the chosen allocation. This is in line wiihttliteon
behind VCG mechanisms in which an agent’s report affects the allocatiomobuhe
payment it receives or gives.

We will now prove each of the properties of TBM in turn, whilst intuitively explag why the
mechanism has the aforementioned properties.

6.6.1 Properties of the Mechanism

Proposition 6.3. TBM is incentive-compatible in ex-ante Nash Equilibrium.

Proof. We first need to calculate the expected utiliﬂf,ﬂK i [ui(K, 0;,7)], that an agent de-
rives from TBM because the goal of a rational agent is to maximise its teghedility. We
note here that we are assuming that the agent is myopic in that it is only cexceith its
current expected utility given the cost vectof/, 8), the value vectory(K, 0), and the trust
vectort. The expected utility that an agent (since the proofs are identical for shetaviders
and requesters, we shall refer to an ageatZ U ), ﬂi(f(*, 0;,7), derives from an efficient
allocation, as calculated from equation 6.8, given the reports of all agettts system is:
[0i(K*, 0:,7)] — ci(K*,6;)

+mci(i€*70i77) - Dl

— (i, 0,) &K, 0)) +
U(KZ;,0,7) = max [U—i(K,6—,7)] (6.10)

From 6.10 we will firstly prove the following lemma:

Lemma 6.4. An agent has an equilibrium strategy to reveal its observed POS values.

Proof. We consider hownp? affectsm(f(*,@i,fy). From equation 6.10 we observe thg
cannot affectU (K_;,0,~v) — maxgex [U—i(K,6_;,v)]. Thus, an agent only has an in-
centive to lie so thatk* is selected such thaf[fyu?*,ti] [vi(f(*,ei,y) — @»([?*,Gi,fy)] —
(ci(f(*, 0;) — Ei(f(*, Qi)) is maximised. If an agent reveals its cost and valuation truthfully,
i.e. v(.) = v(.) ande(.) = ¢, we then have the term as zero. Then an agent cannot gain from
an untruthful reporting ofj;. If, however, an agent is to gain from such an untruthful reporting,
it needs to set eithar(.) < v(.) and¢(.) > ¢ or both. However, doing so would decrease the
chance of successfully allocating a task or winning an allocation. Therefoseuld not reveal
untruthful values fo#(.) and@(.). Moreover,i will actually report truthfully itsi® since this
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allows the centre to choose those agents itdems to have a high POS (as well as helping
other agents chooseas having a perception close to theirs). Thus, reporfihg= n® is an
ex-ante Nash equilibrium strategy. Ol

Given lemma 6.4, we can now show that TBM is incentive compatible. Suppadsartlzgent

is truthful abouts(.) and<(.). Then its utility isU(K*,,0,~) — maxxex [U—i(K,0—;,7)].
Now assume that the agent lies abo() andc(.) so as to increase its utility. This then means
that By 2. 41 [vi(K*,0:,7) — (B, 0:,7)] - (ci(l?*, 0;) — e(K*, 9,-)) + UK ,,0,7) >
U(K*,,0,~v) whereK' , is the efficient allocation found witf(.) and®(.) without the report
of n*. However, as argued earlier, an agent would not report a lowee\aia higher cost.
ThusE,_ i [0i(K*, 60, 7) — 5i(K*, 0;,7)] — (cl-(f(*,ei) - a(f(*,ﬂi)) < 0. Furthermore,
by the maximisation of step 2 of TBMJ (K’ ;,0,~) < U(K*,, 0,~) if all other agents report
truthfully. Thus, TBM is incentive-compatible in a Nash equilibrium. O

Proposition 6.5. TBM is efficient.

Proof. Given that the agents are incentivised to report truthfully (propositio)) 68 centre
will calculate the efficient allocation according to equation 6.8 Qi?é.: K*). Ol

Proposition 6.6. TBM is individually-rational in expected utility (as defined in section 2).

Proof. We need to show that the expected utility of any agent from an efficientagiboc/ *

is greater than if the agent were not in the scheme {;€K™, 0;,v) > 0). As a result of the
inherent uncertainty in the completion of tasks, we cannot guarantee ¢haeithanism will be
ex-post individually-rational for an agent. Rather, we prove that thehan@ism is individually-
rational for an agent if we consider expected utility. Given truthful regpehe utility of an agent
from equation 6.10 i€/ (K*;,0,~) — maxgex [U—i(K,0_;,~)]. The first maximisation is
carried out without the report$"_i ,whereas the second one is carried out over the set of agents
7 \ i. Thus, the second maximisation is carried out over a smaller set than thenfirsAs a
result,maxgex [U—i(K,0—_;,v)] > U(K*,,0,~) such thati;(K*,6;,7) > 0. O

6.7 Instances of Trust-Based Mechanism

Having thus discussed the computational properties of TBM, we now deratais generality.

Specifically, TBM can be viewed as a generalised version of both the VGshanesm and the
mechanism by Porter et al. This is because in TBM, there exists uncertahtes whether a
set of agents will carry out an allocation and about the relevance ofteepf POS by agents. In
this section, we demonstrate its generality by analysing two specific instditbesechanism.

We first show that TBM reduces to Porter et al.’s fault-tolerant mecha(i#s'M) and then to

the VCG mechanism described in section 6.4.
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6.7.1 Self-POS Reports Only

The mechanism developed in [Porter et al., 2002] is a special case of $pdtifically, agents
only report on their own POS (i.ep® = 7)) and agents assign a relevance of 1 to reports by
all other agents. However, since in their model there is no notion of vapémgeptions of
success, we need to introduce the notion oéport agentthat hasv(K,.) = 0 ande(K,.) =

oco. This acts as a proxy to agents reporting the ex-post POS to the cential3t caters
for the problem of single POS report§ (K* ,, .) is undefined) as there is then no measure of

t§. oncej’s report is removed. The centre then calculates the efficient allocatioflas=
arg Max g ex [U(I?*, 9,7)} and the payment to the ageris r; = mc; — D; = mc;. The term

D; = 0 since, as a result of the report age(ﬁ(f(*, ) =U(K?*,,.) (because is equal in both
cases).

6.7.2 Efficiency Independent Scenario

In this case we do not consider the reports of efficiency. Therebst, imuthe allocation and
payment schemes are equivalent to setting the trust to be constant atvkefgragent. Thus,
from equation 6.8, the efficient allocation is:

Bl ktiz1 [Zi}\i(Kv Qi)] - ZE,-(K, 01»)]
€L ieT

= arg max [Z vi(K,0;) — Za(Kv 92)]

1€l €L

K* = argmax
KeK

The payment scheme is:

~ ~

i =U_i(K",v,cs) = E =+ ,_; (UK ,0_;)) — D;
= UR o) By (U(R0.0)

~

— U (R 7,0 — (U(K,0.4)

sinceD;() becomes irrelevant andf =+, [U(f{ ,0_1-)} = U(K ,6_;). We thus have
VK t_;
both the allocation and payment scheme the same as the VCG mechanism gressettion

6.4.

6.8 Implementing the Trust-Based Mechanism

Having explained the economic properties of the TBM, we now considerntguatational prop-
erties. In more detail, we present the implementation of TBM as an optimisatioags titat
combines integer programming (IP) and dynamic programming (DP) therelaglygreducing
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the computational load. We first describe an optimisation model based ordIBisouss the
various constraints that must be applied to take into account expectetioadUar all possible
allocations. Given this, we then show how the set of allocations to be coadidan be reduced
using an algorithm based on DP. Therefore, our approach combimeprapessing stage (along
the lines of [Sandholm, 2002a]) with an optimisation stage (along the lines algsson et al.,
2000]) to produce an implementation that captures the model presentedam 6.

6.8.1 The Optimisation Model

In order to conserve the economic properties of the TBM discussedtinséd, it is imperative
that the algorithms used to determine the allocation produce the allocation that nesxihés
expected utility (i.e. the algorithm needs to solve the optimisation problem prdsemrguation
6.8 exactly). This restricts our scope since we cannot use approximatétaigs such as those
developed by [Parkes and Schneidman, 2004; Lehmann et al., 2002].

The search space of the optimisation problem we seek to solve can bsereegraphically
as shown in figure 6.5. Thus, as compared to figure 6.2, the task colunbeasxpanded
in order to represent possible allocations of tasks from task requéstrsk performers. Be-
fore explaining this mapping in more detail, we will first introduce some useafply theory
notations.

Notice that in figure 6.5, each node in the valuation columns potentially related to multiple
nodes in the expanded task colurifas shown by the dotted red sets) and each node in
is potentially linked to multiple nodes i (as shown by the dotted black setg). contains
decomposed tasks from the bids denoting the bidder, one particular tasteaset of tasks in
the bid from which this particular task originates (etg1, {¢1, t3}] signifies taskl from agent

1 in the bid placed for task&t1,t3} (as shown by the arrows on the figure)). The relationships
between the nodes of, ¢, and7 can be thus be regarded as a special type of edge involving
several nodes. Hence, the problem we are trying to solve containgyngpbs.

Specifically, a hypergraph can be defined in the following manner [B&&)&3]:
Definition 6.7. Hypergraph. Let X = {z1,x9,...,z,} be afinite set, and l&t = {E;|i € I}
be a family of subsets of X. The familyis said to be a hypergraph on X if:

1. E;#0 (i€l

2. Ujer By = X.

The pairH = (X, £) is called a hypergraph. The elemeniszs, ..., z, are called the vertices
and the seté’y, Eo, ..., E,, are called the hyperedges.
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FIGURE 6.5: Graphical representation of the TBM search space.

In a hypergraph, two hyperedges are said tathjacentif their intersection is not empty. Oth-
erwise they are said to lisjoint We say that a hypergraphvgeightedif we associate to each
hyperedge? € £ areal numbery(E), called theweightof E.

From the formal definition of hypergraph, we observe that figure 8@ t®from the overlapping
of two separate hypergraphs: (i) thaluation hypergraphiesulting from linking valuations to
task bids and (i) thévid hypergraphresulting from linking each bid to its task bids. In what
follows, we formally define both hypergraphs based on valuations asd bid

Letv = {vi(7,0;)|vi(7,6;) € v; i € I} ande = {¢;(T,0;)|c;(T,0;) € ¢j j € J} be the
sets of all valuations and all bids respectively. Consider now that edcty (@, ¢;) standing
for the offer of agentj for a set of tasks can be split into single-task bids for every task in
T so thatkT (7;,,0;), ..., k] (7;,,0;) represents the cost of agentor tasksr;,, ..., 7;,, and
cj(1,05) = > eqr kT (7',0;). Thus, we defindC = {kT (7, 0;)|c;(T,0;) € e, € T} as
the set containing the cost per single task for every bid.iMNotice though that the splitting
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of bids into single-task bids is, as shown below, an artefact to help us hwildmimisation
model. Therefore, single-task bids must be regardetliasmy single-task bidsnce we shall
never require sellers to make explicit their values.

Hence, on the one hand, we define the valuation hypergraph as &pai (v U K,&,).
We say that € &, wheree = {v;(7,0;)} UK andK C K iff 7 = U4 7. Thus, each
hyperedge ir{,, consists of a single valuation vertex corresponding to an elemantiong
with a complete task allocation out of the dummy single-task bids.inOn the other hand,
we define the bid hypergraph as a par = (K U ¢, &.). For each bid:;(7,6;) € ¢ such
that it splits into dummy single-task bid§ (7;,,0;), ..., k] (7, 0;), there is a hyperedge=
{cj(T,6), k}'(fjl,ej), ce k}'(Tjn, 6;)}. In other words, each hyperedge. consists of a
single bid vertex corresponding to an element along with the single-task costsinresulting
from splitting the bid. Notice that our definitions of valuation and bid hyperigseensure that
each hyperedge iff,, contains a single valuation fromand each hyperedge i, contains a
single bid frome.

In addition to the definitions above, we shall require some auxiliary functmogerate on the
hyperedges of both hypergraphs:

d(z) = {e € Hy|z € e} returns all hyperedges iH,, containingz.

AMz) = {e € H.|z € e} returns all hyperedges iH, containingz.
e v(e) returns the valuation vertex imin hyperedge: € H,,.

e «af(e) returns the bid vertex in in hyperedge: € H..

B(e) = {k € K|k € e} returns the cost vertexes in hyperedge H,,.

Consider now that we turn botk, and.. into weighted hypergraphs as follows. On the one
hand, since each hyperedge- H, stands for docal bid allocation, namely an allocation for
valuation vertex (e), we can associate to each hyperedge the expected valuatiofe jaiven
the local bid allocation represented by the cost vertexggdinas its weight. We can thus recast
our calculation of expected valuations as follows:

E[’UZ'(T,@;),K] = Z (v’i(Tnaei) H t;',Tl H 1- 2,Tm)

TnGQT TZETTM(TI_)j)eK TmET/Tn7(Tm—>k‘)EK
(6.11)

wherei assigns the tasks or 7,,, to a given agenj andk respectively according to the local
bid allocationK chosen.

On the other hand, we can associate to each hyper€dgeH. the value of the bid vertex
a(e’) € C. Henceforthw(e) shall stand for the weight of hyperedges H,, whereas:(¢’)
shall stand for the weight of hyperedgec H..
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Once bothH, andH,. are completely constructed, we can then exploit these structures to obtain
an allocation for the TBM model. In order to do so, notice that if two hypezedg?, are
adjacent it means that two valuations sharing some tasks would be allocatemyttsame bid

for that task, which turns out to be an unfeasible allocation. Therefiasible allocations can

be expressed as sets of disjoint hyperedges, which leads to the weith-kmatching problem in

a hypergraph [Gross and Yellen, 1999]:

Definition 6.8. Matching problem. For a hypergrapli/ = (X, &), a family&’ C £ is defined
to be amatchingif the hyperedges of’ are pairwise disjoint.

With respect to a given matchirfgf, a vertexz; is said to bematchedor coveredif there is a
hyperedge irt’ incident toz;. If a vertex is not matched, it is said to bamatchedr exposed
A matching that leaves no vertexes exposed is said tob®lete

Therefore, our aim is to find a matching faf, that is not necessarily complete (the optimal
allocation may demand that some valuations remain exposed). Howevek netamterested in
any matching, but specifically in the one that maximises the sum of the totaltegpeduations
weighting the hyperedges . This leads us to the well-knowmaximum weighted matching
problem [Gondrand and Minoux, 1986] which consists of finding a matcfuinwhich the sum
of the weights of the hyperedges is maximised.

Nonetheless, we cannot solve the maximum weighted matching proble, faithout taking

into accountH.. We also require a matching f@t., but, in this case, a minimum weighted
matching so that the total cost of selected bids is minimised. In turn, the matchifif. fmso
depends on the matching faf,: whenever hyperedgec H,, is selected (a valuation is selected
along with a set of task costs) we must enforce the fact that the hymréag(. containing

the cost vertexes imare also selected (and thus, a selected bid is considered along with its task
costs). In this way, any matching #i, generates an associated matchingn Our aim is to
obtain the maximum weighted matching#f, that minimises its associated weighted matching

in H,.

Finally, the surplus maximising task allocation in a trust-based scenario resaitife solution
to the maximisation of the following expression:

Z ze - w(e) — Z Yer - k() (6.12)
eclv e'eée

subject to:

1. > cestry Te = Yak) Ve €K
2. Ye +yer < 1Ve, e iff c(e) = ci(15,0:),c(e') = ci(Ty, 0;) andr; N1y # 0

3. e+ xo < 1Ve, e iff v(e) = vi(T;,0:),v(e) = vi(Tk, 0;) andr; N1y # 0
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wherez, € {0, 1} is a binary decision variable representing whether the valuation in hygered
e is selected or not, angl: € {0, 1} is a binary decision variable representing whether the bid
in hyperedge’ is selected or not.

As to the side constraints restricting expression 6.12, constraint (Ijesrstithe same time that
the very same bid cannot be allocated to the very same task of separatioualaad that a
valuation cannot have more than one bid allocation. Constraint (2) esféine fact that over-
lapping bids owned by the very same agent are exclusive (XOR bidssfasdn et al., 2000]),
and hence they cannot be simultaneously selected. Finally, constragnf(8tes exclusivity
among valuations with overlapping tasks (XOR asks). Notice that our optirmsatimlel, as
formalised by equation 6.12, resembles the combinatorial exchange (wlaaloisble auction
in which buyers and sellers submit sealed bids) since it consists of bothatadasks. Indeed,
we can consider the goods in the exchange to be the dummy ta&kslire bids the elements
in ¢, and the asks the weights of the hyperedge®(jn Thus, while the number of bids re-
main the same in the exchange, the number of valuations may significantly m¢séase we
are considering+, instead ofv). This increased complexity can be attributed to the introduc-
tion of trust in our theoretical model which makes the initial valuations (aske)dlements in
v), allocation-dependent. Hence, from every single valuation, iseveral potential asks orig-
inate for the exchange when considering the bidder to which each task mlobated. As
shown by Sandholm et al. [2001], the decision problem for a binaryjesimgit combinatorial
exchange winner determination probleni\i$®? — complete and the optimisation problem can-
not be approximated to a ratid — in polynomial time unles® = ZP7P. Our problem is thus
NP — complete.

6.8.2 Preprocessing Bids and Allocations

The previous section has considered the allocation problem; that is, tondletehe allocation

that maximises the expected utility. However, in order to construct the olgefttiction in
equation 6.12 we must first generate for each valuatjon) its expected valuations considering
the task allocations ifC,, . In this section we offer a dynamic programming approach to this
problem since, as detailed below, the problem observegrtheiple of optimality(in the sense
proposed in [Skiena, 1998]). Thus, partial solutions can be optimallyhegtewith regard to

the stateafter the partial solution, instead of to the partial solution itself. In our pdaticase,

the local task allocations far;(7) can be obtained from the allocations assessed for sets of tasks

' CT.

To this end, algorithms 1 and 2 formalise our DP approach. Specificallyjthlgol calculates
the expected valuations for each askr) based on the potential task allocations for the tasks in
7 using the costs in. Task allocations are stored in tablewhich is employed by the algorithm
as a look-up table indexed by task vectors, whereas expected valuat@ostored inF. Notice
that the first step in the algorithm (line 1) refers to the following prepraosgssctions:
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PRE1: Remove non-competitive bidsotice that we regard a bid over a set of taskas non-
competitive if all the valuations for tasks inare lower than the bid. Formally, we remaygr)

if max(v(1)) < ¢j(7'), 7 C 7.

PREZ2: Remove bids that cause free dispogdlthis stage, we prune those bids containing tasks
for which no valuations exist. Formally, we remoygr) if 37 € 7 such thatfv;(7') andr €

T

Having carried out these two preprocessing actions, tdbig then filled in by the recursive
function allocation outlined by algorithm 2. This algorithm differentiates two cases when as-
sessing task allocations, depending on whether thertaskeived as an input gngle(lines 2

to 4) orcombinatorial(lines 5 to 8). For the single task case, the algorithm locates all bids in
c that contain the task (line 3). For combinatorial tasks, the algorithm gerdvaterecursive
calls: one for all the elements in the task vector but the last one (line 6), rattex for the

last element in the task vector (line 7). At this point the algorithm looks foedtoesults in

A to avoid revisiting the same subproblem. If such stored results do exist, thegtdeved,
otherwise the recursive calls proceed. Finally, the task allocations otitaitiees 6 and 7 are
combined to provide all possible task allocations (line 8). Notice, therefoag,algorithm 2

is in fact amemoizedCormen et al., 1990] recursive algorithm: it maintains a taldlewith
subproblem solutions, but the control structure for filling in the table isrsdgei A memoized
algorithm is desirable in this context because it only solves those subprebiat are definitely
required. For instance, consider a calbitocationwith combinatorial task- = (71, 72, 73) as
input. Such a call is split into two recursive calls with inplts, 72) and(73).

In order to combine task allocations, in algorithm 2 we useshaperator over sets of task allo-
cations (line 8) that we define as follov&®@ A’ = {(8;,8;)|6; € A, d; € A’ andB(r, ek (1)) €

6 (7', (7)) € 0; such thaty,(7) andc; (') are mutually exclusive. Notice that tlyeoperator
is defined as a variation of the Cartesian product that discards tasktaigcaontaining XOR
bids. Thus, thex operator implements the following pruning actions:

PRE3: Discard task allocations containing mutually exclusive bids.

After assessing a given task allocation, algorithm 2 returns the resultl@yi® algorithm 1 so
that it is stored in the look-up table (line 5). After that, algorithm 1 carriestioitfollowing
further preprocessing actions.

PRE4: Remove task allocations that cause free dispoSakntually some sets of tasks (along
with their subtasks) may only be asked for by a single agent. In such athase is no sense
in considering local task allocations with overlapping bids (bids over somemmmn task(s))
because their acceptance would only be possible if we allowed free digpos 7).

PRE5: Remove non-competitive task allocationd/e regard a local task allocation as non-
competitive if the total cost of the bids composing the allocation is higher thanxfrected
valuation for the tasks being considered. For each allocation, the edpedtee is computed
using equation 6.11 and stored (line 9) if this value is greater or equal toshe c
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Algorithm 1 functiontaskallocations V,E,C't)
1: C" — PRE2(PRELV,C));
2. forie{l,...,1} do
3 for vi(r,0) € v;do

4: if A[7] =0then

5: A[r] « allocation(r, A, C");

6: end if

7: Ko, 7y < PRE4(A[T]);

8: for A€ Ky, () do

o: Efv;i(7),K] < PRE5(v; (1), K, t);
10: end for

11:  end for

12: end for

13: return E

Algorithm 2 functionallocation ¢, A,C)
1: if A[r] =0 then

2. caser = (m):

3: a—{(r,ex(TNmer 1<k<It 2T}
4:  break;

5:  CaSeT = (Tj ;.. Tip i)

6: A™ — allocation({Ti,, ..., 7, ), A, C);
7: A" — allocation((T;,, ), A, C);

8: a— A™m @ AmTL

9: else

10:  «a «— A[T]

11: end if

12: return «

Algorithm 1 runs in timeO(n - m") in the worst case, whene stands for the total number of
bids, » stands for the number of tasks, andtands for the total number of valuations. The
worst case occurs when all valuations and bids are combinatorial @nalbtask§. Otherwise,
the running time of the algorithm is highly dependent on the sparsity of bidvalndtions.
Thus, the lower the degree of (task) overlapping of bids and valuatibasower the running
time®. Besides, the pruning actions included in the algorithm are expected terfueitiuce the
search space, and thus the running time. The results of algorithm 1 afdondmuiilding the
optimisation model in section 6.8.1, which is solved using ILOG’s CPLEX.

Notice that a brute-force approach to our optimisation problem would beregty expensive.

In this case, the number of feasible allocations for a given valuation wountthat to (”f)r
Thereafter, considering a different valuation combined with the former would lead us to
consider(ml’l)r feasible allocations to be combined with the feasible allocations obtained so
far (and thug"")" - ("™ !)" overall). In the general case, when jointly consideringaluations,

8 This case can be generated in CATS [Leyton-Brown et al., 2000] witihaheal distributions with the para-
meters of their testbed set as follows..qs to high andogeods to low.
° This can be generated using the dual distributions within the CATS testbed.
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the total number of feasible allocations would amourit[tb ,(m —)". This expression asymp-
totically converges tgm!)" if n ~ m andm™ if n < m (which is much larger than the- m"

of our algorithm). Notice that a brute-force approach to our optimisatiobl@no would be
extremely expensive. In this case, the number of feasible allocationgieemvaluation would
amount to("})". Thereatfter, considering a different valuation combined with the formef o
would lead us to COﬂSidG(Imfl)r feasible allocations to be combined with the feasible alloca-
tions obtained so far (and th§®)" - (™, *)" overall). In the general case, when jointly consid-
eringn valuations, the total number of feasible allocations would amouftq (m —:)". This
expression asymptotically convergegta!)” if n ~ m andm'” if n < m. Thus, very simple
problems, for instance witm=10,r=5 andn = 10, cannot be solved using a high performance
optimiser such as CPLEX as brute-force would explore a search speasdmality (10!)°. On

the other hand algorithm 1 would generate- 10° possible allocations, feeding a branch and
cut algorithm. Hoffman and Padberg [1993] report the possibility of sghan instance of a
very similar problem in under 25 minutes.

Having thus shown how to reduce the computational load whilst implementing TEMhext
experimentally compare its performance against the mechanism developBdriar[et al.,
2002].

6.9 Experimental Evaluation

Here we empirically evaluate TBM by comparing it with the fault tolerant mechais M) of
Porter et al. (this is chosen because it also deals with the POS of agergsussdd in sections
6.3 and 6.7) and the standard VCG. Here, we refer to task performimjsage contractors in
what follows. In our experiments we perform 500 successive allocgtionthe scenario de-
scribed in section 6.5, with six agents each given one task to comfleiéter each allocation,
contractors perform tasks and the level of success is measuredpamtbceto all agents. Each
agent can then update its measure of the contractors’ POSs, as weltastitaetors’ trustwor-
thiness as discussed in section 6.5. The valuations and POS of eaclagehtained from a
uniform distribution and the costs are the same for all tasks. We iterate tbesgrand average
the results (here for 200 iterations). Given the properties of TBM and WE postulate the
following hypotheses and validate them as shown below:

Proposition 6.9. TBM always chooses the efficient allocatidt*( in the long run.

This hypothesis reflects the fact that we expect agents in TBM to take aanwhimteractions
to model the true POS of their counterparts, using their individual trust Ino8éer this time,
however, the mechanism can choose those contractors that are nuets$ucat completing
a given task. As can be seen in figure 6.6, the optimal allocation choseBMy K*T'BM,

%The general results of this experiment held with a number of setting. \d&edhis setting at random to display
the empirical results.
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FIGURE 6.6: Expected value of chosen allocations for TBM and FTM

reaches the efficient allocatiaif* (given real POSs) after 116 interactioHs After this, the
POS of each contractor is accurately modelled, as is the trust of agentsricahgactors.
Thus, the most trusted and utility maximising allocation is found by the TBM. Thigltres
observed for all cases where the POSs of contractors are varied.

Proposition 6.10. TBM finds better allocations than FTM when contractors’ own reported POS
are biased.

While FTM only takes into account a contractor’'s own reports, TBM usedrilst model of
the various individual agents (which take into account reports not eoiyi the contractor) to
make an allocation. In the particular trust model we use in TBM, an agengicardifferent
weights to reports from different agents (as shown in section 6.5.2). ¥veftre varied the
weightw, assigned to a contractor’s report of its own POS in the trust model cfj@mt.aHere
we exemplify the cases whete = 0.5 (i.e. the contractor’s report is given equal weighting to
the agent’s perceived PO%),= 0.25 andw = 0 (i.e. no importance is given to the contractor’s
report).

As can be seen, our hypothesis is validated by the results given in figufeithhormalised
expected values). Note here that V' C'G is the allocation independent of POSs or if the POSs
of agents are all equal. We note &$7 B M,, the allocation chosen by TBM with a weiglat

In more detail, figure 6.6 depicts the following results*VC'G = 0.909. At equilibrium, the
following ranges are found for the expected valkeI'BM = 1,0.97 > K*T BMj o5 > 0.94,

0.86 > K*T'BMy5 > 0.84, andK*FTM = 0.8. Specifically,7BM, (i.e. TBM) reaches the
optimal allocationK™ (i.e. equivalent to zero bias from the seller) after 116 iterations, while

"The results were validated using a Student’s t-test with two samples of H0ROaniterations assuming equal
variances with meang; = 0.99999 and 2 = 1.0 and p-valuep = 0.778528. This means that the difference
between the means is not significant.
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TBMyo; andT BM, 5 settle around a sub-optimal allocation (the expected value of which
decreases with increasing). Moreover, FTM is seen to settle &*FT'M = 0.8 after 82
iterations. In general, it is noted that FTM always settle&at"I’'M < K* (and sometimes
evenK*FTM < K*VCG as in figure 6.6 depending on the valuations the agents have for
the tasks). This result is explained by the fact that the biased reposs b&ased trust values

to be obtained by the centre which then chooses a sub-optimal allocation §ethénK*
which chooses agents according to their ‘real POS8B.M, o5 andT B M, 5 are less affected

by biased reports since the weighted trust model reduces the effeietsodio the overall trust
values (but still affects the mechanism). In most trust models, however(.5 is never given

to the contractors’ POS report and here it only represents an extresagRamchurn et al.,
2004]. Moreover, if the bias is removed, then FTM and the weighted TBa&habe the same

as TBM since the agents then perceive the same POS and all aé¢fiievewas also observed
that the speed with which TBM and FTM achie& also depends on the difference between
the optimum allocation and the other allocations. This is because the smaller thrertiffs,

the harder it becomes to differentiate these allocations given imperfect gstimaf POSs (i.e.

the larger the samples, the more accurate the POSs are, hence the longanthg tate).

6.10 Summary

In this chapter we have considered the case where uncertainties actmuwaether an agent
will complete its allocated task. In order to deal with this problem, we introducechdtion
of trust-based mechanism design (TBMD) which generalises the VCG misamhdy using
the trust model of individual agents in order to generate efficient allotatidWe discussed
the properties that a generic trust model should possess in order t@ effcient allocation.
We then developed a trust-based mechanism (TBM) and proved thatficiermf individually
rational, and incentive compatible. We have also considered the compukatioperties of this
mechanism and shown that the allocation proble 8 — complete by reducing the problem
to two linked maximum weighted matching problems. Furthermore, we developeudtiaiys
based on DP so as to speed up the generation of possible allocations. Wethenstrated
the generality of the mechanism by reducing it to two known mechanisms, naneelyQt
mechanism and the FTM mechanism. We finally empirically evaluated our mechagé&nst
the FTM and showed that it is robust to bias in the system (unlike FTM).

In order to ground the theoretical work described in this chapter, wptad@a MSN scenario
where sensors can fail in completing their assigned tasks. Sensordljyfaitaue to a number
of reasons as outlined in section 6.2. These failures hampers the implementataxfitmnal
mechanisms within them, since as we have shown, traditional mechanisms sheh\&&G
cannot cope with failures. Therefore, the mechanism presented dnesent an important
advance in that it can deal with such failures within the context of indivighoeavned sensors.
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In sum, this chapter has considered an important class of auctions in wkighishan uncer-
tainty in the completion of a task associated with each task performer. In sg, deenhave
addressed requirement 4 from the list of requirements outlined in chaftaniely that of un-
certainty in task completion). Furthermore, we have allowed the task recgiéstexchange
information about their past experience with task performers. This hdresskd requirement

1 since this information is distributed amongst potentially many agents and is owhko the

task performer before the allocation is decided. Moreover, we have ieallyirevaluated TBM

and shown that ialwaysachieves the optimum allocation in the long run and achieves better
allocations than its closest comparison when contractors provide bigsmtisref POS.



Chapter 7

Conclusions

In this chapter, we will present a global view on what we achieved in tefrasiaysing and

designing distributed mechanisms. Thus, in Section 7.1, we will first summadseskarch

carried out within each chapter. In doing so we will also explain how weessed each of the
requirements that we initially set out at the beginning of this thesis. In Sect&nmeé use the

knowledge gained within this thesis to identify promising areas of future work.

7.1 Summary

Distributed mechanisms are fast becoming imperative for operating netiveyséems that al-
low software agents representing distinct stakeholders with differentach®bjectives to in-
teract. Such mechanisms are gaining prominence since they are more tessigirone to
bottlenecks, more tractable and more trusted than their centralised couisteridaw, there
are two main points of focus from which the design process within distribut@thamésms can
be carried out: 1) the design of optimal strategies for agents given tkailprg protocol and
2) the design of protocols that govern the interactions between the addissthesis has re-
ported work from both of these. Using the former perspective, in Ch@ptee developed an
optimal strategy for a bidder in a market consisting of simultaneous Vickretjoas. Then,
using the latter perspective we designed protocols that seek to addresgtirements of con-
strained capacity, interdependent valuations and uncertainty in taskt@ioGa Chapters 4, 5
and 6 respectively). Within this context, we can segment the work reportéetse chapters
as addressing two broad issues that are associated with distributed metharamely that of
distributed allocation mechanisms (Chapters 3 and 4) where the allocationdesmptited by
a centre and distributed information mechanisms (Chapters 5 and 6) whageanrequires
information from other agents in the system so as to determine its value (off@oat) item
(or task). In order to ground our work, we have employed a runniggao within this thesis
that deals with a multi-sensor network that is composed of individually-oweadors. Whilst
the results presented within this thesis can be generally applied to MASs,nber seetwork

138



Chapter 7 Conclusions 139

scenario provides us with a canonical example of how the researclepr®laddressed may
arise.

At a general level, this thesis has improved the understanding of distriougetlanisms for
multi-agent systems in the following ways:

e Distributed Allocation: We studied the simultaneous auctions mechanism in Chapter 3
and designed a modified continuous double auction in Chapter 4. In botles# ths-
tributed allocation mechanisms, we find that their efficiency is less than thdffciéacy
that can be achieved with centralised mechanism. Specifically, we find thatithe
lower bound on the efficiency given dy— % within simultaneous auctions, whilst in the
continuous double auction, the efficiency ranges between 0.64 and x@. this, we
can infer that there is a cost of distributing a mechanism in that we can nerlanieve
full efficiency. Nevertheless, this cost may not be overly prohibitivedriain scenarios
where the advantages associated with distributed mechanisms are more importan

e Distributed Information: We designed distributed information mechanisms in Chapter 5
and 6 since the traditional mechanisms cannot incentivise the agents t@ cti@isgies
that lead to desirable outcomes in cases where their valuation are intedldapen both
these lines of research, we were able to achieve efficiency and, inrap dbowed that
efficient mechanisms can be designed within distributed information scenarios

Furthermore, Chapters 4, 5 and 6 have considered the computatioaetsaspmechanism de-
sign. In Chapter 4, a dynamic programming approach was sufficient twestisat the solution
was found in pseudo-polynomial time. We then showed in Chapter 5 that sigmeéd mecha-
nism does not impose additional computational burden on the agents. Elpweycentre still
faced an\VP-hard problem since it was carrying out a combinatorial allocation. Irpine,
we then considered how to combine a dynamic programming with a linear progrgnamin
proach in order to speed up the computation. However, the problem reididsard, since as
in Chapter 5, an exact solution is required.

Finally, the scenario considered within this thesis is itself novel in that it censigknsor net-
works in which the sensors are individually owned and that can trademiation and services
amongst themselves. This scenario gave rise to the four requirements autliGhapter 1

which have been addressed by the research reported in each oafitersh

In more detail, in Chapter 3, we studied utility-maximising strategies for agertisipating in

multiple, simultaneous second-price auctions. In this context, we find theéezauntuitive result
that it is optimal for a global agent to place non-zero bids in all auctions#tiehe desired item,
even when the bidder only requires a single item and derives no additienafit from having
more. This result holds when the global agent is facing either local agaht®r a mixture of
global and local agents. For this distributed allocation mechanism, we stuafitiency of

the market with and without a global bidder. We first derive a lower efifebound for such
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markets in the absence of global bidders. We then empirically study the efjodd the market

as the number of bidders vary. We show that, if the global bidder carratety predict the

number of local bidders in each auction, the efficiency slightly incredsesontrast, if there

is much uncertainty, the efficiency significantly decreases as the numbectdns increases
due to the increased probability that a global bidder wins more than two iteneseTlsults
demonstrate that the way in which the efficiency and, thus the social widfarféected by a

global bidder depends on the information available to that global bidder.

In Chapter 4, we considered the design of both a centralised and atrddised protocol in a
scenario where the production costs are characterised by a cosbfucomposed of a fixed
cost, a constant marginal cost and a limited capacity. The centralised nsuhaxtends the
standard VCG mechanism to this problem domain by introducing a novel pechiiyne. This
resulted in the mechanism being strategyproof, individual rational, effiaied robust to uncer-
tainties in the capacities of the agents. A dynamic programming algorithm, thas $bhé/éask
allocation problem of the centre in pseudo-polynomial time, then shows home¢bkanism is
also computationally efficient. However, the mechanism is centralised. foheran the second
mechanism, we extend the standard format of a continuous double auctiericsdevelop a de-
centralised mechanism for resource allocation in the same context. We fitkish@echanism
has a high inherent average efficiency (over 86% in the examples wg siyitesting it with a
variant of the zero intelligence strategy. Thus, we find that these meaomanépresent a trade-
off in terms of efficiency and the decentralisation of a mechanism. Howegtr,mechanisms
still ensure that the participants derive a profit by joining the mechanisnefdh@ustifying their
use with selfish agents.

Having dealt with distributed allocation in Chapters 3 and 4, the secondfpihis thesis (Chap-
ters 5 and 6) considers distributed information mechanisms. In Chapter Sstvdefieloped a
utility function for sensors in our MSN scenario based on the informatiam fafrthe Kalman
filter. Since these utility function exhibit interdependence, we could nostzs®lard resource
allocation mechanisms. Thus we developed a generic mechanism for irgeddep valuations
that significantly extends the standard VCG mechanism and proved thahghang@ mecha-
nism has the ideal economic properties of being efficient, incentive corfgatid individually
rational. We then showed that this more complex mechanism only increasesnthescom-
putational burden and the bidding for the agents (which are more likely tof@utationally
constrained) is no more demanding than that for the VCG.

In Chapter 6, we considered the case where agents are uncertaimaletier other agents will
successfully complete their allocated tasks and have different perceptionit the probability
of success of other agents in the system. In order to deal with this problerdeveloped a
trust-based mechanism and proved that it is efficient, individually ratiamal,incentive com-
patible. We then demonstrated the generality of the mechanism by reducing b tanown

mechanisms, namely the VCG mechanism and Porter et al.'s fault-toleranamisch We
also considered the computational properties of this mechanism and stiat¢ide allocation
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problem isNP —complete. Furthermore, we developed algorithms based on dynamic program-
ming so as to speed up the generation of possible allocations. Finally, we aitpieiraluated

our mechanism against the fault-tolerant mechanism and showed that, tinelitault-tolerant
mechanism, it is robust to bias in the system.

Looking back at the research requirements outlined in Chapter 1, tregchsmrried out in this
thesis has successfully addressed each of them:

e Distributed allocation: We have studied two different distributed allocation mechanisms,
namely a simultaneous second-price auction in Chapter 3 and a continudals doction
in Chapter 4. In the former case, in order to study the efficiency of the amésiin, we first
derived the optimal strategy of an agent under different market condititn the latter
case, we modified the standard CDA protocol so as to achieve distributedtadlo of
tasks when agent have a certain capacity to which they can supply. Wantestigated
the effect that distribution had on the efficiency of the system.

e Constrained capacity. In Chapter 4, we designed both a centralised and a decentralised
protocol for the case where agents have a constrained capacityoffherfmodified the
VCG mechanism by introducing a penalty scheme which ensures the ecormopécties
of incentive-compatibility, efficiency and individual rationality are presel We also
proved the robustness of the mechanism. The latter was based on the CDA.

¢ Distributed (Interdependent) valuations: We developed an efficient, incentive compat-
ible and individually-rational mechanism in Chapter 5 when agents havel@pendent
valuations and are willing to acquire multiple items. Chapter 6 also studied a form of
distributed information by analysing a scenario where agents learn thtbegtistrib-
uted experiences of all agents. This results in a distributed informatiomisgesince
the agents require information about the distributed experience in ordeototkeir ex-
pected valuation. We also developed an efficient, incentive-compatiblmdeually-
rational mechanism in this case.

e Uncertainty in task completion: In Chapter 6, we studied the case where there is un-
certainty as to whether the agents will actually fulfill their assigned tasks. eldelaped
an efficient, incentive-compatible and individually-rational mechanisnthigrcase. We
also considered its computational properties and developed algorithmgefediag up
the computation of the task allocation and payments.

When taken together, this thesis has made significant advances in the stegedfof distrib-
uted mechanisms for multiagent systems. However, much still remains to be done.
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7.2 Future Work

Despite these achievements, there are still many issues that need to lsseddén a theoreti-
cal level, there is a need to unify the different strands of distributed nmészina so as to improve
their applicability in multi-agent systems. Thus, we require a mechanism thiazashdistrib-
uted allocation and where the agents have distributed information. Furtheimeistributed
allocation mechanisms studied within this thesis suffer from a lack of efficigegce future
work should concentrate on ways of achieving distributed allocation, wtilstonserving ef-
ficiency. To achieve this goal, it is important to distribute the two tasks cartietya centre,
namely the computation of the optimal allocation and the enforcement of thesatiaitsc One
potential area to look for insights is in work on distributed constraint optimisatigorithms
[Modi et al., 2003; Mailler and Lesser, 2004] which distribute the computaifmptimisation
problems over agents within the system. Furthermore, distributed enfortemehanism (like
the one studied in [Blankenburg et al., 2005]) should be investigated imttiext of mechanism
design. Finally one could investigate hierarchical systems whereby thieokohthe centre is
devolved to multiple centres who each have a subset of agents to control.

On a practical level, we have designed mechanisms that address eaehenfutiements arising
within multi-sensor networks. Future work should concentrate on addgeal these issues
simultaneously. Furthermore, the context of the application of the sensgonks will often
dictate the valuation/cost that these sensors have. Thus, there is a deeeltp a more general
valuation function for the sensor networks that will consider the speciBaitighe context in
which they are deployed. Finally, the implementation of the mechanisms can irevdiligh
computational load. Thus, work is needed to develop algorithms that malertrehanisms
more tractable (perhaps based on techniques borrowed from lineamtagdr programming).
In cases where this is not possible, then a relaxation of the goals of theanigthmay be
required.

Having described future work on a broader plane, we now identify thewimg promising
directions for further research that stem from the specifics of the disdussed in each chapter:

e Chapter 3: Our analysis of simultaneous second price auctions focnskd case where
buyers wish to have a single item. Future work can expand this to the casdtipflenu
items and where buyers have combinatorial valuations. Also, optimal equililsitate-
gies for purchasing item in markets consisting of different types of aucstih remain
to be investigated. These would lead to a more general distributed allocatidranisn
and improve the applicability of this research within general multi-agent sys&timgs.

e Chapter 4: As future work in this chapter, one can extend these mechatustes
with iterated allocations (i.e. ones in which new demand continuously apsacs)in
several of the cases we consider it is conceivable that the agentdsarve and learn
about the behaviours of other agents in the system. Also a deeper stiedyuised to
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formally establish the consequence of requiring robust mechanisms offitheney of
the resultant mechanism. Finally, we aim to develop more sophisticated strdtedes
decentralised mechanism in order to enhance the efficiency of the sydtdst,emsuring
that these sophisticated strategies derive higher profit than their simpleiecparts. This
has been shown to be achievable in simple continuous double auctionsaf@liBruten,
1997; Gjerstad and Dickhaut, 1998; Vytelingum et al., 2004] and we leelie¢ also
achievable in our modified continuous double auction protocol. Such gewelas will
enable us to more effectively find the set of agents that can perfornetjugred task at
the lowest cost (i.e. the efficiency will be increased).

e Chapter 5: This chapter developed a valuation function from a relatiiralyls informa-
tion theoretic base. An extension to this work can consider more complexmiafan
theoretic measures (such as the Kullback-Liebler divergence and thandiabis dis-
tance measure) and to also take into account the relative importance a§ takgether
line of work could consider the design of a distributed mechanism for dahgalse op-
timal allocation and calculating the payment. To this end, by showing that a lisedra
mechanism exists, one of the necessary conditions for the existenceeckatidlised
mechanism has been satisfied. Given this, we intend to explore technigireassthose
developed in [Parkes and Shneidman, 2004] in order to develop a disttifarm of this
mechanism. However, it is important to point out that in our mechanism, asréntly
stands, the agents only transmit a representative value to the centre {(nathéhe data
itself). Thus, any distributed data fusion algorithm can conceivably be matéed in our
scenario as long as we can formulate such a representative value (mdutdhtypically
have a much lower bandwidth requirement than the data itself).

e Chapter 6: In this chapter, the focus was on an efficient mechanism wteobfore re-
guired exact solutions. In future work we aim to find an approximate mesimatiat
is guaranteed to be efficient within a certain bound. This reduces the @xirputa-
tional burden involved when taking into account trust in combinatorial &xghs. It will
also allow the development of local search algorithms that will further redoe com-
putation involved in finding the efficient allocation. Furthermore, our ecumeechanism
is incentive-compatible, thus providing no incentive for agents to deviata fruthful
behaviour within a single-shot allocation. In future, we aim to investigatetivterenech-
anisms which prevent agents from strategizing over rounds and inttuti®sll behaviour
across rounds.
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