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132 customer impacting 
incidents



High Level Retail Banking model 
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Customer journey

Data-Centre – Power / Cooling / Network backbone

Infrastructure hardware 
Mainframe/Servers/Storage/Tape/Router/Switches/ Firewalls

Infrastructure Software 
z/OS / Linux / AIX / Windows / SQL Server / CICS Transaction 

server / Middleware / DB2 / IMS / Oracle

Business 
Application1

Business Data - shared

Business 
Application2

Business 
Application3

Business Data - 
unique

ATM POS Telephony Branch Payments Mobile Online

Channels

Core Banking New Application

Shared / Dedicated Infrastructure

Public Cloud IaaS, 
PaaS, SaaS

3rd Party
Important Business Service



Channels Impacted
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Payments, Online and Mobile banking impacted more frequently than other channels – 70% compared to 
next channel at 16% - also accounts for 647 hours of customer outage (80%). 



Channel Impact by Driver

4

Payments, Online and Mobile banking impacted consistently more frequently by Change or an Event



Volume and Impact of Outages by Root Cause

5* 51 Incidents did not have RCA details accounts for 266 hours of outage

Application and Infrastructure identified as most common root cause contributing 205 hours of outage*. 



3rd Party Impact 
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3rd Party’s have contributed to 17% of customer outage* (140hours), with application being the most common root 
cause Payments are the most impacted channel (12 incidents with 71 hours of outage). 

* 5 Incidents did not have RCA details accounts for 42 hours of outage



Change 
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Change drives 425 hours of customer outage* (53%) with application as the most common root cause. 3rd party drives 
56 hours out of the 425 with the remaining being internal to the Banks.   

* Missing RCA data,  dates & customer impact correlation in some written responses



Event

8

An event drives 282 hours of customer outage* (35%) with application & infrastructure as the most common root 
cause. 3rd party drives 84 hours of the 282, the remainder being internal to the Banks. 

* Missing RCA data,  dates & customer impact correlation in some written responses



Availability View
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Payments, Mobile and Online have the lowest availability 
across the 9 Banks – average of 98.63%.

Total channel availability averages – 99.16%

Total Bank availability averages – 99.51% 

Example:- 
A Bank with a single outlier of 142 hours over the period would 
move from 98.94% availability to 99.71%. However, customer 
impact across the period for all Banks would only improve by 
0.7% to 96.38%.  

Availability % = (Agreed Service Time - Downtime)

          Agreed Service Time

ITIL calculation for Availability

Agreed Service Time: This is the total time the service is contracted to be 
available for use. For example, if an ERP system is expected to be available 
from 6:00 AM to Midnight, the agreed service time would be 18 hours.

Downtime: This is the amount of time the service was unavailable during the 
agreed service time. This could be due to incidents, maintenance, or planned 
outages.

Availability: Divide the agreed service time by the total time and subtract 
the downtime, then express the result as a percentage. For example, if a 
service is expected to be available for 100 hours, and there are 5 hours of 
downtime, the availability is (100 - 5) / 100 * 100% = 95%.

100% 18288 hours

1% 182 hours

0.1% 18.2 hours

0.01% 1.8 hours

25 months

803 hours of customer impact = 95.61%

The data shows that Banks are 
pushing the upper limits of 
availability, however at an 
aggregate view as an industry its 
harder for an individual Bank to 
overthrow a perception of high 
customer impact. 
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