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This quarterly issue of FACS FACTS contains information on some formal methods tools. It includes overviews of the Genesis System and the Genesis Z tool. In addition there is a demonstration of how predicate calculus proofs can be simplified using a high order logic proof tool.

If you want to add a little sparkle to your life you might want to try Petri Nets 1992, this year being held at Sheffield. The conference programme and the workshop announcement on Partial Orders are enclosed in your newsletter.

We are hoping to carry further information about formal methods tools, so contributions would be very welcome.
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Introduction

Last year, the BCS-FACS annual Christmas meeting covered the topic of Domain Theory. The two day format included introductory and intermediate level tutorials, and more advanced lectures; there was something for everybody. Below, I attempt to give a flavour of the presentations, from my own point of view as an attendee. This summary is necessarily incomplete: it is impossible to compress two days of dense mathematics into a few pages. So at the end there is a list of ‘further reading’, where more on the various topics can be found.

Introduction to Denotational Semantics and Domain Theory — Samson Abramsky (Imperial College)

This introductory tutorial motivated giving formal mathematical meanings to programs, introduced denotational semantics as one such approach, and gave an justification for why domains are a necessary component of the process.

A meaning can be given to a program by interpreting it as a mathematical object. With denotational semantics, the mathematical structure used is an algebra, and each language construct is given an interpretation as an operator in the algebra. The programming language construct ‘denotes’ the mathematical object.

For a simple imperative language, the algebra can be one of sets and functions. For example, expressions can be interpreted as denoting numbers (the appropriate value of the expression) and commands as denoting state transitions functions. The first problem with this simple approach occurs with the ‘while’ command, which has a recursive definition with the possibility of non-termination. A partial function approach can be used to solve this problem: ‘before states’ corresponding to non-terminating loops are not in the domain of the partial state transition function. But eventually, as the language being defined gets more complicated (for example, procedures as parameters to procedures) a richer mathematical model is needed to represent it: domain theory.

Consideration of the desirable properties of a denotational specification language (such as existence of fixed points, and handling of non-termination) leads to an axiomatic definition of the properties required of domains. For example, non-termination is denoted by partial objects, with ‘more defined’ being formalized by partial ordering, and ‘fully defined’ by the limit. So, domains are complete partial orders (partial orders that have a least upper bound). Using set theory allows ‘too
many' functions to be represented: we want only the computable functions between domains, those that preserve the structure of the domains. 'Monotonic' functions preserve the order (which implies the Halting Problem cannot be solved), and 'continuous' functions preserve limits (which implies only a finite amount of information about the input data can be used in the computation).

3 Information Systems — Steve Vickers (Imperial College)

This tutorial presented Scott Information Systems as one approach to solving domain equations (another approach uses category theory).

A Scott Information System (SIS) is a domain presented from an informational point of view. It comprises a set of 'tokens' (units of information), a consistency predicate (to say whether tokens have been combined consistently) and an entailment rule (that says whether one piece of information automatically entails another). These components must satisfy various properties.

The set of all 'ideals' of a SIS form a domain. Although not all domains can be constructed this way, enough 'useful' ones can; the advantage is that when sets of simultaneous equations involving domains are translated into SIS terms, they can be solved more easily.

4 Examples of Domain Equations — Samson Abramsky (Imperial College)

This tutorial presented a number of domain equations for natural numbers, lists, and functions, and discussed their solutions.

Similar data structures can come with a variety of evaluation strategies. For example, lists can be 'strict cons' (eager, finite lists), 'lazy cons' (finite and infinite lists), and 'head-strict tail-lazy cons' (infinite lists). These different computational models are captured by different domain equations.

More complex domains occur when considering 'self-application' in the $\lambda$-calculus: terms of the form $x \ x$. Considering the types, $x$ must have a type $D$ and also type $D \to D$. The structure of non-trivial domains that satisfy this requirement is rather complex.

5 The Monadic Approach to Denotational Semantics — Andy Pitts (University of Cambridge)

This lecture presented recent approaches for formalizing the language used to define the denotational semantics of another language (the metalanguage) and for improving the structuring of the definition.

Given a domain, a new domain modelling a new kind of computation can be constructed from it. For example, domains supporting side-effects, exceptions and non-determinism can be constructed from a simpler domain in a systematic manner. It has been noted that all these
constructions have the same form, that of a strong monad on the
category of semantic domains.

This research is continuing, with the aim of providing a structured way
of adding new language features.

6 An Introduction to Concurrency — Steve Schneider (University of
Oxford)

This tutorial presented the denotational semantics of the parallel
language CSP (Communicating Sequential Processes).

The denotation of programs in CSP is the set of all possible observations.
In the simplest model, the 'traces' model, the observations are the
communications between processes. However, this model is not rich
enough to distinguish some undesirable programs from desirable ones: it
does not handle deadlock properly. A more sophisticated model, the
'failures–divergences' model has to be used, where the communications
processes refuse to engage in are also considered.

7 Fixed Points without Completeness — Geoff Barrett (Inmos)

This lecture presented the problem with an infinite traces model of CSP
(as opposed to the standard, finite, traces model), and its resolution.

The failures–divergences model of CSP cannot model 'fairness'
properties. An infinite traces model, dealing with infinitely non-
deterministic processes, in needed. Unfortunately, this model does not
have a complete partial order: it does not have upper bounds required by
the domain axioms. A more sophisticated treatment is needed.

8 Introduction to Powerdomains — Edmund Robinson (University of
Sussex)

This tutorial presented powerdomains, used in the denotation of
concurrent languages (except for CSP, which has its own, hand-crafted
domains).

Powerdomains model (finite) non-determinism. Informally, a non-
deterministic command can be considered as a mapping from the before
state to a set of after states: $S \rightarrow \mathcal{P}(S)$. Powerdomains are the domain-
theoretic analogues of the sets of finite subsets of a set.

When reasoning about liveness, non-determinism is 'good': a larger set
of possible outcomes means more good things might happen. When
reasoning about safety, non-determinism is 'bad': a larger set of possible
outcomes means less control over the process. Hence there are various
different order relations necessary on powerdomains.

Recent work on powerdomains has been in the area of databases. A
database can be considered as a set of records. When different records
with identical fields are allowed, 'bag domains' can be used, but these are outside conventional domain theory.

Powerdomains and Predicate Transformers: a Topological Approach — Mike Smyth (Imperial College)

This lecture presented the connection between denotational semantics using power domains, and axiomatic semantics using Dijkstra's weakest preconditions, when viewed from a topological perspective.

Further Reading

The numbers before the references refer to the presentations where they were mentioned.


Susan Stepney
Logica Cambridge
What are Formal Methods?

Formal methods are techniques based on the application of mathematical and logical concepts to computing. Most commonly the term is applied to system specification methods and notations such as Z (developed by the Programming Research Group at Oxford University) and VDM (the Vienna Development Method, developed at the IBM Vienna Laboratories).

The varying emphases and needs of different organisations have lead to the development of a number of methods and notations. Recognising this, IST has developed 'Genesis', a widely applicable, generic tool capable of supporting most formal methods. Genesis has already been successfully used by IST to create tools to support Z and VDM and can be tailored to support other approaches.

Why use Formal Specification?

Formal specifications, unlike those using English language descriptions and diagrams are precise and unambiguous. Formal specifications use the precision, conciseness and universality of mathematics to produce specifications which are demonstrably correct.

Users of formal methods produce rigorously checkable specifications, unlike those depending on (often ambiguous) English language descriptions or vaguely defined diagrammatic notations. The greater confidence in the correctness of designs that this produces has lead to an increasing interest in such methods, especially in the areas of Safety Critical and High Reliability Systems. The new MoD standard 00-55 on Safety Critical Systems specifically identifies formal methods as an essential part of the design of such software.

An extra benefit of formal methods is the increased visibility of the design. Incompleteness or inconsistency in user requirements can be identified earlier and dealt with then, rather than leaving unexamined areas to later stages of development where they can be much more costly to fix.

How do Formal Methods fit into the Development Life-Cycle?

Formal methods do not replace other methods, but they do provide a technique which builds upon the results of the initial stages of specification to give greater clarity to the design at an earlier stage.

This early clarity and preciseness helps to avoid the design errors which, if undetected, can have a calamitous impact on later development stages.
Support for Formal Methods

To make the best use of formal techniques, there is a clearly identified need for appropriate tools. The rigour demanded by these methods requires computing support if users are to realise their maximum potential.

Tools can provide aids to the creation, modification and maintenance of formal specifications; they should also provide support for verification of the correctness of designs (theorem proving).

What does Genesis do?

Genesis is a tool which can be configured to provide a support environment for most formal methods. Genesis has already been tailored to support VDM and Z (these two environments are available from IST as separate products).

Once configured for a particular method, the Genesis tools can be used to create, edit and browse through specifications using syntax directed editors appropriate to the method in question. The use of such an editor ensures that all input is syntactically correct as it is entered.

If a concrete syntax is defined for the method (i.e., an ASCII representation of the symbols it employs and rules for their use) then a parser can be produced which allows text files containing specifications to be imported and syntax checked. Once imported, specifications can be manipulated using the language editor.

To enable specifications to be displayed and printed in a clear and consistent style, Genesis allows the required layout of specifications to be defined. The editor automatically maintains the required format as specifications are entered and modified.

The development process involves demonstrating that the specification is:

- **correct** - it correctly captures what was intended,
- **complete** - it includes all the required functions, and
- **consistent** - its parts do not contradict each other.

With a formal method, this process is aided by the existence of logic (inference) rules for proving theorems about the specification. Once configured, Genesis provides a proof editor which can be used interactively to prove theorems using the inference rules of the method. The user can 'help' the proof editor by suggesting possible classes of inference rules to apply. Theorems can be recorded and used to simplify later proofs.
The Components of Genesis

Genesis comprises three main components:

KENSHO, a language for defining the user interface. Kensho takes ideas from LISP and \TeX (the powerful layout and typesetting language) to provide a SunView-based window interface.

JADE, a logic programming language for proving theorems. JADE is used to implement rules describing how statements about the system can be manipulated. This allows assertions about systems behavior to be proved correct.

An LL(1) parser generator for creating parsers for the languages supported by the tools.

A developer configuring Genesis for a particular method (referred to as a 'Meta User') uses these components to implement tools to support the method. Such tools provide the complete environment for the ordinary user of the method (the 'Application User'). At this level the details needed for KENSHO and JADE are invisible to the application user who communicates via the normal SunView mouse and keyboard interface.

Support for Genesis

A Genesis Meta User (a creator of a new support environment) needs a knowledge of several areas of computing. Naturally they will need an in depth knowledge of the method being implemented, but to make the best use of Genesis they will also need to know something of language definition (to make the best use of the parser generator) and proof theory and logic programming (to use JADE effectively).

IST's Formal Methods Group provide consultancy and support for Genesis users. Our expertise in Genesis (as its original developers and from using it to create support environments for Z and VDM) enable us to advise on its application and assist in the creation of new tools.

Our consultants have, between them, over 40 years of formal methods experience in industry covering a wide range of software engineering projects. We have a high level of expertise in methods, such as VDM, Z and CSP, as well as considerable experience in applying them to such areas as secure and high integrity systems.

From using formal methods on a variety of projects, we are aware of the need for care in their introduction and use. We can advise on migration to formal methods, their applicability to client's needs and project management for formal methods development.

We also provide training in formal methods, from the level of management overviews, through courses for project leaders and line managers, to in-depth technical courses on specific methods.
The Genesis Z Tool - An Overview

What is the Genesis Z Tool?

Genesis Z is a tool which facilitates the creation and verification of formal specifications using the Z notation. Genesis Z has been built on the foundations of Genesis which was designed to provide generic mechanisms for tools to support formal methods.

The Genesis Z Tool Components

The Specification Editor

The Genesis Z Tool Specification Editor allows users to create and modify Z specifications which are stored internally as Abstract Syntax Trees (AST's).

Specifications may be input in one of two ways:

- by using the syntax-directed editor
- by writing the specification in ASCII and parsing it into the editor

The syntax-directed editor is operated from menus. Users select meta-variables from the specification and expand each one until only terminals remain. Each choice for expansion appears in a menu and corresponds to a production rule in the grammar for the Z language. Because users can only choose a valid production, the syntactic correctness of the specification is assured.

ASCII text can be typed into a separate Text Window. A corresponding syntactic category is then selected and the ASCII text is parsed to produce the AST which is subsequently displayed on the Specification Canvas. A facility is also provided to unparsc an AST back to its ASCII equivalent.

These methods are complementary and users may freely switch between them. Each specification may be stored as a file for subsequent examination and/or modification.

Because Z provides no mechanism for structuring text, a specification written in the Z language can often be difficult to assimilate. To overcome this deficiency, the Genesis Z Tool allows users to structure their specifications into Chapters.

Associated with each chapter is a list of names of the chapters it references; the specification editor has facilities to maintain and view these references. A chapter referenced within another chapter is considered to be part of that chapter and can be referred to within it. When a chapter is type checked, the type checker is initialised with type information stored with the chapters referenced.

Each chapter has a name associated with it. The full chapter name is the absolute pathname of the corresponding Unix file. The Genesis Z Tool provides a nickname facility which allows names to be declared which map onto full chapter names.
The Mathematical Toolkit

The Genesis Z Tool includes the Z Mathematical Toolkit as defined in Spivey's "The Z Notation: A Reference Manual". The toolkit has been divided into chapters which may be referenced by users within their specifications.

The Type Checker

The type checker uses a set of rules to verify that a Z specification is correctly typed. Type checking is carried out with respect to the scope of references of a chapter; i.e. the chapter itself, the chapters it references and all chapters referenced by those chapters and so on. If any errors are detected, the location and nature of those errors will be reported.

The Tactical Proof System

The Tactical Proof System consists of a Tactical Logic Machine, a Proof Window and a Secure Lisp Reader. The Proof Window displays the goal to be proved. The user selects a proof goal and applies a tactic. If successful, this results in removing the original goal and replacing it with the new proof goals needed to complete the proof. The original goal is proved when no more proof goals remain.

The tactic applications are supplied by the user as Lisp expressions which are read from a Lisp Window. These expressions are read in via the Secure Lisp Reader which ensures that no illegal expressions can be executed which may subvert the integrity of the proof state.

The tactics provided implement inference rules and there is a term rewriting capability. Term re rewritings are called conversions. The conversions provided implement basic simplifications and the ability to rewrite with respect to an equation or logical equivalence from the goal.

The Tactical Logic Machine contains the rules necessary to carry out a proof. A number of basic tactics and conversions are supplied. New tactics and conversions can be built up from those provided to capture re-usable proof techniques. The Genesis Z Tool does not allow proofs to be carried out on specifications which have not been type checked.

Each chapter may have proof-related information stored with it. This information is stored within notes. There are currently three kinds of notes:

**Tactical program notes** - which are source code files for tactical proof programs.

**Demonstration notes** - which record the proof trees generated by the tactical proof system.

**Workspace object notes** - which are used to store derived rules and may also be used to hold arbitrary user data.
Summary

The Genesis Z Tool has been designed to support the creation of specifications written in the Z language. The provision of a syntax-directed editor ensures that the production rules for the Z grammar are always obeyed. Users are not restricted to using the editor in syntax-directed mode; they may also enter the text in ASCII and then parse it into the specification.

A chapter mechanism allows large specifications to be split into more manageable parts. Chapters may also include references to other chapters. Notes can be used to associate proof-related information with each chapter. When a chapter is type checked, the system will report the exact nature and location of all type-related errors.

An extensible tactical proof system allows users to prove the validity of assertions made in their specifications.

Further Information

For further information please contact:

Karam Ashoo
Imperial Software Technology
3 Glisson Road
Cambridge CB1 2HA, England
Telephone: (0223) 462400
Fax: (0223) 462500
Electronic mail: ka@ist.co.uk
SIMPLIFYING PREDICATE CALCULUS PROOFS

Though HOL is a higher order logic proof tool, a significant part of the reasoning undertaken in industrial applications (especially if you are using it to support Z) is essentially first order. The ease with which users can prove results in the first order predicate calculus is therefore significant to overall productivity.

Some of the innovations we have made in ICL HOL simplify these proofs, and make it easier for beginners to learn how to prove first order results. A new user who is familiar with first order logic should be able to sit down in front of ICL HOL and learn within five minutes how to use the tool to prove any (true) first order result. Though we don't guarantee the proof will be easy, use of the tool for these problems is easy, and the tool does help a lot in finding the proof.

The simplest proof strategy is to use the resolution based facilities recently developed for ICL HOL. These solve many simple pure predicate calculus results automatically. However, since some results may not be provable automatically (or may take too long), it is useful to have a good method to fall back on if completely automatic proof fails.

The "two tactic story" is a simple but effective method which can be used either to discharge completely a predicate calculus result, or to progress it until resolution is able to finish the job.

The first of the two tactics, "contr_tac", sets up the user for a classical "proof by contradiction", aggressively taking apart the goal and yielding a set of sub-goals each requiring proof of "F" from a set of contradictory assumptions. If the original goal is a propositional tautology "contr_tac" will complete the proof without further intervention by the user.

The second tactic, "list_spec_asm_tac" may then be used to specialise one of the assumptions of the current sub-goal to yield an explicit contradiction. All necessary inference other than the specialisation of universally quantified assumptions (viz: propositional reasoning and skolemisation of existential assumptions) is undertaken automatically, so that the user is only required to identify the necessary substitutions. In typical proof most of the top level sub-goals would be discharged after just one specialisation step.

The following example proof is the proof of proposition "*11.71 from Principia Mathematica (after translation into our notation). The script is presented in ASCII as if it were Cambridge HOL ("?") means "there exists", "," means "for all"), though the original proof script was in the extended character set used by ICL HOL. The result is automatically provable with the resolution facilities, but is used here to illustrate the two tactic method.

```
push_goal([],
  (?z. p z) \ (?q. q z) ->
    (\z. p z -> > r z) \ (\z. q z -> > s z)
  <=>
    (?z w. p z \ q w = > r z \ s w)
);

(* this sets up the goal *)
a contr_tac;

(* initiates proof by contradiction,
   yielding four sub-goals *)

(* *** Goal "1" *** *)

(* 7 *) "p z"
(* 8 *) "q z";
(* 5 *) "\z. p z -> > r z";
(* 4 *) "\z. q z -> > s z";
(* 3 *) "p z";
(* 2 *) "q w";
(* 1 *) "- > r z";

(* 2 |- *) "F"

a (list_spec_asm_tac "\z. p z -> > r z [z'="]);
```
The theorem may now be retrieved from the goal-package and stored in a theory or bound to an ML name.

The main merits of this "two tactic" method are that it is systematic and requires very little knowledge of proof machinery. You do not need to understand the predicate calculus to be able to identify what to instantiate, but you won't be frustrated by not knowing what tactics/rules/conversions to use.

The approach described above covers only first order predicate calculus without equality. Good general methods adequate for most applications require the user to be familiar with only a small subset of the wide range of facilities available in ICL HOL. We are continuing work on reducing the knowledge required by the user of the system, and on clear and straightforward systematic approaches to proof with the ICL HOL system.

Though the proof above is in the HOL language rather than in Z, a similar proof style will suffice for pure predicate calculus results in Z.
PETRI NETS 1992
in Sheffield
THE WELCOMING CITY

13th International Conference on Application and Theory of Petri Nets Wednesday 24 to Friday 26 June

Introductory and Advanced Tutorials Monday 22 and Tuesday 23 June

FOR FURTHER DETAILS CONTACT:
Conference Services Sheffield City Polytechnic 36 Collegiate Crescent Sheffield S10 2BP England
Tel: +44 742 532576/7
Fax: +44 742 532579

Hosted by School of Computing and Management Sciences

Sponsored by BT
Conference Programme - Wednesday 24 to Friday 26 June

Wednesday 24 June

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>08.00 - 08.45</td>
<td>Registration at Sheffield City Polytechnic</td>
</tr>
<tr>
<td>08.45 - 09.00</td>
<td>Opening</td>
</tr>
<tr>
<td>09.00 - 10.00</td>
<td>Guest Speaker - G Balbo Performance Issues in Parallel Programming</td>
</tr>
<tr>
<td>10.00 - 10.30</td>
<td>Refreshments</td>
</tr>
<tr>
<td>10.30 - 12.00</td>
<td>Robert Shapiro (Meta Software Corporation, Massachusetts, USA) and Hartmann Genrich (GMD, Bonn, Germany) Formal Verification of an Arbiter Cascade Carlos A Heuser (Universidade Federal do Rio Grande do Sul, Porto Alegre, Brazil) and Gernot Richter (GMD, Bonn, Germany) Constructs for Modelling Information Systems with Petri Nets Sp6en Christensen (Aarhus University, Denmark) and Laure Petrucci (CEDRIC-IIE, Paris, France) Towards a Modular Analysis of Coloured Petri Nets</td>
</tr>
<tr>
<td>12.00 - 13.30</td>
<td>Lunch</td>
</tr>
<tr>
<td>13.30 - 15.00</td>
<td>Peter Kemper and Falko Bause (Universität Dortmund, Germany) An Efficient Polynomial-Time Algorithm to Decide Liveness and Boundedness of Free-Choice Nets Vario M Savi and Xiao-lian Xie (INRIA, Metz, France) Liveness and Boundedness Analysis for Petri Nets with Event Graph Modules Kamel Barkaoui (CNAM, Paris, France) and Michel Minoux, (Université Pierre et Marie Curie, Paris, France) A Polynomial-Time Graph Algorithm to Decide Liveness of Some Basic Classes of Bounded Petri Nets</td>
</tr>
<tr>
<td>15.00 - 15.30</td>
<td>Refreshments</td>
</tr>
</tbody>
</table>

Wednesday 24 June - Social Programme

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>18.15</td>
<td>Coach leaves Novotel for visit to Chatsworth</td>
</tr>
<tr>
<td>19.00 - 20.30</td>
<td>Tour of Chatsworth House, home of Their Graces the Duke and Duchess of Devonshire</td>
</tr>
<tr>
<td>20.30 - 23.00</td>
<td>Dinner in the Carriage House Restaurant, Chatsworth</td>
</tr>
</tbody>
</table>

Thursday 25 June

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>09.00 - 10.00</td>
<td>Guest Speaker - W Reisig Combining Petri Nets with Other Formal Methods</td>
</tr>
<tr>
<td>10.00 - 10.30</td>
<td>Refreshments</td>
</tr>
<tr>
<td>10.30 - 12.00</td>
<td>Project Presentations Geoff Cutts (Sheffield City Polytechnic, UK) and Shaun Rattigan (Systec CS Limited, Sheffield, UK) Using Petri Nets to Develop Programs for PLC Systems Linda Wilkens, James Canning and Patrick Krolik (University of Massachusetts, Lowell, USA) Modelling Fine Grain Computation via the Fusion of Two Extended Petri Nets K Lemmer and E Schnieder (Technische Universität Braunschweig, Germany) Modelling and Control of Complex Logistic Systems for Manufacturing Annie Guevel (IXI, Toulouse, France) Using Generalised Stochastic Petri Nets for Systems Assessment: Operational Availability and Exploitation Costs of a Constellation of Satellites</td>
</tr>
<tr>
<td>12.00 - 13.30</td>
<td>Lunch</td>
</tr>
<tr>
<td>13.30 - 15.00</td>
<td>Carolyn Brown and Douglas Gurr (Aarhus University, Denmark) Refinement and Simulation of Nets - A Categorical Characterisation Johan Lilius (Helsinki University of Technology, Finland) High-Level Nets and Linear Logic Hans Fleischback (Universität Oldenburg, Germany) P-Superfairness in Nets</td>
</tr>
<tr>
<td>15.00 - 15.30</td>
<td>Refreshments</td>
</tr>
</tbody>
</table>

Work in Progress

In this session the Conference Participants are invited to make short presentations of their ongoing work. Each presentation will be 10-15 minutes. Those who wish to contribute should contact the Programme Committee Chairman before or during the Conference.
Friday 26 June

09.00 - 10.00  
Guest Speaker - M Hennessy  
Action Refinement in Process Algebras

10.00 - 10.30  
Refreshments

10.30 - 12.00  
C Autant and Ph Schnoebelen (Institut IMAG, Grenoble, France)  
Place Bisimulations in Petri Nets

Kunihiko Hiraishi (Fujitsu Laboratories Limited, Numazu, Japan)  
Construction of Petri Nets by Presenting Examples

A V Kovalyov (Byelorussian Academy of Sciences, Minsk, Russia)  
Concurrency Relations and Safeness Checking for Petri Nets

12.00 - 13.30  
Lunch

13.30 - 14.30  
Project Presentations

J C Loret, J L Roux, B Algayres and M Chamontin (Université Toulouse, France)  
EVAL: A Petri Net Based Industrial Tool for System Modelling and Evaluation

William W McLendon Jr (Draper Laboratory, Massachusetts, USA) and Richard F Vidale (Boston University, Massachusetts, USA)  
Analysis of an Ada System Using Coloured Petri Nets and Occurrence Graphs

Kimmo Varpaaniemi and Marko Rauhamaa (Helsinki University of Technology, Finland)  
The Stubborn Set Method in Practice

14.30 - 15.00  
Refreshments

15.00 - 16.30  
Jörg Desel (Technische Universität, München, Germany)  
A Proof of the Rank Theorem for Extended Free Choice Nets

F Teruel (Universidad de Zaragoza, Spain), P Chrząstowski-Wachtel (Warsaw University, Poland), J M Colom and M Silva (Universidad de Zaragoza, Spain)  
On Weighted T-Systems

Greg Findlow (Telecom Australia)  
Obtaining Deadlock-Preserving Skeletons for Coloured Nets

16.30  
Closing session

Friday 26 June - Social Programme

19.30 - 24.00  
Conference Dinner at the Cutlers' Hall

See you in Chicago for Petri Nets 1993

Conference Information

Venue
The Tutorials and Conference will take place in the New Teaching Block on the Collegiate site of Sheffield City Polytechnic (see map inside back cover).

Arrival and reception
Upon arrival in Sheffield, delegates should make their way to the Novotel to register and collect their Conference papers. The Petri Nets reception and information desk will be situated in the Huntsman suite of the hotel and will be open at the following times:

Sunday 21 June  
14.00 - 21.00 (Tutorials and Conference)

Tuesday 23 June  
14.00 - 21.00 (Conference)

Participants who arrive later than these times may collect their Conference papers the following morning from the reception and information desk at the Conference venue.

Contact address, telephone and fax numbers

Hotel  
Novotel Sheffield  
Arundel Gate  
Sheffield S1 2PR  
Telephone +44 742 781781  
Fax +44 742 787744

Conference office  
Sheffield City Polytechnic  
36 Collegiate Crescent  
Sheffield S10 2BP  
Telephone +44 742 532290  
Fax +44 742 532290

Conference office
The Conference office will be located in the New Teaching Block. Once the Conference is underway, all enquiries should be directed to this office.

Office services
Telephone, fax and E-mail facilities will be available in the Conference office. The Novotel Business Centre offers photocopying, fax and credit card telephone facilities.

Conference proceedings
Registered delegates will receive a copy of the Conference proceedings upon arrival. Additional copies will be on sale at the registration desk and in the Conference office.

Fire regulations
You are asked to familiarise yourself with the action to be taken in case of fire or emergency, both at the hotel and the Conference venue.

Medical
In case of a medical emergency, contact the Conference office. The nearest accident/emergency unit is at the Royal Hallamshire Hospital on Glossop Road (see map inside back cover) telephone 766222.
Workshop Announcement

"What Good Are Partial Orders?"
June 22, 1992, Sheffield (England)

Description

Partial order semantics is an alternative to interleaving semantics for the description of the behaviour of concurrent systems. Recent developments have moved from ideological reasoning to more objective investigations of the relative usefulness of both (or intermediate) approaches. The Esprit Basic Research Working Group 6067 CALIBAN (Causal Calculi Based on Nets) organises a one-day workshop devoted to this topic on June 22 in Sheffield (England).

This workshop takes place just prior to a 1-day Tutorial on the Relationship between Different Models of Concurrency (June 23, by Mogens Nielsen, Aarhus University), an the Annual Petri Net Conference (June 24–26), both also in Sheffield.

The workshop aims to provide a forum at which stock can be taken of the developments; at which the actual advantages (or disadvantages) of partial order semantics can be assessed; and at which further directions of research can be identified. It seemed appropriate to exploit the vicinity of the Petri Net Conference, since the potential usefulness of partial orders have frequently been stressed in net theory. However the themes of the workshop stretch across theories and are not limited to Petri nets.

The workshop is informal and will contain time for breaks and discussion.

Programme


9:30 - 10:20 Jos Baeten, University of Technology Eindhoven:
What Good is Interleaving?
The talk will consider the relative merits and place of partial order semantics and interleaving semantics.

10:20 - 11:00 Marta Z. Kwiatkowska, University of Leicester:
Use of Order and Metric in Partial Order Semantics.
We consider Mazurkiewicz traces as a representation of concurrent behaviour. Two constructions of infinite traces are presented, one based on partial order and one on a metric, and their relationship discussed.

11:00 - 11:30 Coffee Break.
11:30 - 12:10 Javier Esparza, Universität Hildesheim:  
*Fast Model Checking Using Partial Order Semantics.*  
Partial order semantics can be used to palliate the state space explosion problem caused by the representation of concurrency by interleaving. We present a model checker based on the theory of nonsequential processes, and compare it with other ones existing in the literature.

12:10 - 12:50 Raymond Devillers, Université Libre de Bruxelles:  
*General Refinement and Recursion for the Petri Box Calculus.*  
New general definitions are given for the refinement and recursion operators in the calculus of Petri Boxes. It is shown that not only recursion, but also other operators such as sequence, choice and iteration can be viewed as based on refinement. Various structural properties of these operators can be deduced from a general property of (simultaneous) refinement. A partial order based denotational approach for recursion is presented, which yields a unique fixpoint even in unguarded cases. The construction is based on partially ordered place name sets. It is discussed how the partial orders used in this construction interact with each other and are related to the idea of causality.

12:50 - 14:20 Lunch Break.

14:20 - 15:10 Robin Milner, University of Edinburgh:  
*Commitment and the Polynomial Pi-Calculus.*  
Actions in the pi-calculus are so far (as in CCS) very simple; they can be composed from just one or two particles. These particles carry information, so the action structure cannot be enriched exactly as in ACP, Esterel or SCCS. But it can in fact be enriched in such a way that actions themselves form a rich algebraic structure over which there is a partial order - commitment - representing interaction or reduction. The commitment order reflects causal independence, in this sense: precedence holds between two disjoint interactions only when one of them provides information needed to perform the other.

15:10 - 15:50 Walter Vogler, Technische Universität München:  
*Interval Orders and Action Refinement.*  
A semantics supports the top-down design by action refinement if it induces a congruence for this operator. It can be shown that partial order semantics is necessary for this purpose. A special class of partial orders, the class of interval orders, turns out to be necessary and sufficient. Interval semantics is a partial order semantics, but does not model causality. Instead, it has a temporal flavour. Furthermore, it more or less allows a sequential representation.

15:50 - 16:20 Tea Break.

16:20 - 17:00 Maciej Koutny, University of Newcastle upon Tyne:  
*Extensions of Partial Order Semantics.*  
Partial orders describe concurrent histories which capture causality and concurrency invariants. We show that it is possible to express other invariants, such as weak causality and commutativity, by suitably extending the notion of a partial order.

17:00 - ?? Discussion (Moderator: Eike Best, Universität Hildesheim):  
*What Good, Then, are Partial Orders?*

### Organisation and Registration

Participants of the workshop will be charged a moderate fee of 30 Pounds to cover organisational overhead. Registered participants will receive a booklet containing abstracts of the speakers' talks, and a transcription of the discussion session, as well as a summary of the discussion during and in between talks. The fee also includes lunch and refreshments on Monday, June 22.

If you wish to register by electronic mail, send a request for registration to Ms. Grace Roberts  
Ms. Grace Roberts  
Sheffield City Polytechnic, Conference Services  
36 Collegiate Crescent  
Sheffield, S10 2BP, United Kingdom  
Tel. (44) 742 532 577, FAX (44) 742 532 579.
AI AT THE CROSSROADS
A REPORT OF THE FIRST INTERNATIONAL CONFERENCE INTO
THE FUNDAMENTALS OF ARTIFICIAL INTELLIGENCE.

In the Crossroads Motel, at the junction of Adenauerstrasse and Karlmarxstrasse in Aachen, a rectanglar negligent conference centre in the style of the "nouvelle brutalisme", a cross-disciplinary team have been examining the foundations of Artificial Intelligence research. This is the first fruit of the new interdisciplinary initiative funded by the NADIR directorate of the SERC. The problems this distinguished team have been addressing were first recognised by students studying advanced AI courses at the Universities of Margate and Auchtermuchty. These courses were sufficiently advanced to have cast doubt on the simplistic assumption that Artificial Intelligence is Expert Systems. The students realised at the end of the courses that they still didn't know what artificial intelligence was. In practice this could be reduced to the empirical question of how to tell an artificially intelligent program from one that was just pretending - or, to be more precise about it, how to tell a system that, if it were a human being, would naturally be supposed to be intelligent, from one that, if it were a human being, would naturally be supposed to be pretending to be one.

Prof Smart of Auchtermuchty's Department of Sociology and Comics (a cost-saving merger purely in order to share administrative overheads) said that his research had shown that self-categorisation of the different types of AI Research had been skewed by inappropriate nomenclature. Searle had popularised the categorisation of "strong ai" and "weak ai", but being a philosopher he had not considered the Adlerian problems posed by terms with such personal meaning to the super-ego.

This was the value of a cross-disciplinary approach. For example, if you were a small nyaff with spectacles who got beaten up in the school playground, and had worked hard for twenty-five years to become a professor so you could tip your nose at boneheaded bullies, would you admit to doing research into "weak ai"? Consequently almost all researchers claimed to be doing "strong ai" themselves, asserting "weak ai" to be research done by people in other disciplines which had run out of research funds, but who had found some way of convincing the research councils that what they were doing was relevant to AI. For example, German research had shown that photographs of tall blond people were generally supposed to be more intelligent than small dark people, even though half of them were actually wearing wigs and sitting in misleadingly scaled chairs. Indeed, this practice (of increasing the appearance of intelligence by wearing wigs and sitting in special chairs) had been used for centuries by the British Judiciary to give an appearance of intelligence.

Reasoning that analogous effects might pertain in AI, Smart's HCI researchers had established that programs running in computers with large display screens and moving coloured pictures were indeed judged to be the most intelligent, but were also thought to be dauntingly unapproachable. It has been known for a long time that the highest approachability index is possessed by fluffy things with large round eyes and bulging foreheads, hence the prevalence of spectacles, beards, and baldness amongst both male and female academics, thought to be an evolutionary adaptation to offset their otherwise off-putting intelligence. The HCI team are now conducting experiments in improving the approachability of artificially intelligent systems by replacing the plastic mouse with a fluffy bunny rabbit. It turns out that the colour of the bunny is very important, but that this varies considerably between individuals. This poses as yet unsolved and very difficult technical problems which their industrial collaborators in the intelligent fluffy toy industry are working on.

Prof Abelson of Margate's Department of Divinity and Medieval Music (a cost-saving merger purely in order to share administrative overheads) pointed out that many of the current philosophical disputes underlying AI were intriguingly similar to the theological disputes which troubled the early Church. The question of the relation between real and artificial intelligence was very similar to the dispute between the Homoeusians and the Homoiousians which Athanasius the Great settled in AD 362 in Alexandria. As recorded in the 'Tomus ad Antiohemus', Athanasius asserted that the 'ousia' of 'homoeusia' meant 'having a common element' rather than 'identity', but it was not true, as first proposed by Zahn, and accepted in some form by Gwalkins, Harnack, and Seiburg, that 'homoiousias' triumphed by a transformation into 'homoiousias'. Duchesne's verdict in 'The Early History of the Church' (vol ii E.T. p281) was a fair statement of the case: "The Nicene term was in no way ousted... But the idea which the 'homoiousias' accentuated was admitted, under another formula - that of the three 'hypostases' - as a useful and even necessary explanation of the 'homoiousias'": The similarity to the current philosophical debates in AI was most striking.
Prof Abelson suggested that artificial intelligence was like moral goodness, or happiness, i.e., something which could never be achieved by trying to achieve it directly, but only as a side effect of trying to achieve it in other people - or in this case, machines. Thus theological and philosophical justification had been found for one of AI's basic, but hitherto unproved, assumptions.

As to the question of whether it would be possible for a machine to have an immortal soul, he considered that no machine which was not clever enough to wonder whether it had a soul could possibly be supposed to have one. In the case of machines which were capable of worrying about the question, it would initially have to be a question of faith on the part of the individual machine. The question would only be finally resolved by the advent of an Artificial Machine-Based Messiah. The NADIR directorate were currently seeking peer comment on the rather delicate question of Who should be responsible for this research project, and whether to waive the usual requirements of industrial relevance and the completion of the RG2 form in sextuplicate.

Their own special interest (i.e. the Department of Divinity and Medieval Music) was in artificially moral machines. Their current research project concerned scripture-based machines which were capable of understanding simple news stories from the tabloid press, and deciding whether or not the various actions described were right or wrong, using an Assumption-Based Morals Maintenance System based on the Holy Scriptures.

Karol Kzapek's prophetic theatre piece Comes True!
FORTHCOMING EVENTS

1992

Date: June 1 - 5
Title: International Conference on Measurement and Modelling of Computer Systems
Acronym: SIGMETRICS '92/PERFORMANCE '92
Location: Newport, R.I, USA
Sponsor: Unimetrix Software, Inc.
Contact: Linda Wright, Digital Equipment Corp., TAYL-2/F11, 151 Tylor St., Littleton, MA 01460; phone (508) 952-4476.
Email: wright@tps.wes.mit.edu.

Date: June 2 - 5
Title: Sixth Israel Conference on Computer Systems and Software Engineering
Location: Hertzliya, Israel
Sponsor: IEEE Computer Soc. Israel Chapter, Information Processing Assoc. of Israel.
Contact: Conference Secretariat, Orna, PO Box 50452, Tel Aviv 61300, Israel; phone 5772 (3) 664-825, fax 5772 (3) 660-952.

Date: June 10 - 12
Title: 3rd Workshop on Metaprogramming in Logic
Acronym: METAL-92
Location: Uppsala, Sweden.
Sponsor: Assoc. for Logic Programming and Uppsala Uni.
Contact: Jonas Barklund, Comp. Sci. Dept., Box 520, S-75120 Uppsala, Sweden; +46 18 181000; fax +46 18 512170.
Email: jonas@csd.uu.se.

Date: June 15 - 18
Title: 11th International Conference on Automated Deduction
Acronym: CADE-11
Location: Saratoga Springs, N.Y., USA.
Contact: Program Chair: Deepak Kapur, 0180 442-4281.
Email: cade11@cs.albany.edu.
Or: Local Arrangements Chair: Neil V. Murray, (518) 442-3393.
Email: cade11@cs.albany.edu.

Date: June 15 - 18
Title: Parallel Architectures and Languages Europe
Acronym: PARLE '92
Location: Paris, France.
Contact: Prof. Daniel Bloch, University Paris Sud Orsay, LRI, Boîte 490, 91405 Orsay Cedex, France; fax +33 1 60 41 66 21; fax +33 1 60 41 66 66.
Email: de@lri.iulr.fr.
Or: Veronique Seguet, AFCET, 156 Bd.Perret, 75017, Paris; fax +33 1 47 66 24 19; telex: +33 1 62 67 93 12.

Date: June 15 - 19
Title: Logic and Computer Science
Location: Marseille, France.
Contact: G. Blanc, Dept. of Mathematics and Computer Science, Faculty of Sciences of Luminy, Case 901, 13288 Marseille Cedex 9, France.

Date: June 16 - 18
Title: Computer Security Foundations Workshop V
Location: Frascati, N.H., USA.
Email: lj@mitre.org.
Or: Ravi Sandhu, ISS Dept., George Mason Univ., Fairfax, VA 22030-4444, phone (703) 993-1659.
Email: sandhu@sieved.gmu.edu.

Date: June 17 - 19
Title: Conference on Programming Language Design and Implementation
Acronym: ACM SIGPLAN
Location: San Francisco, California, USA.
Sponsor: ACM SIGPLAN.
Contact: Conference Chair: Stuart L. Feldman, Bellevue, 445 South Street, Morristown, NJ 07960-1910; phone (201) 899-4005.
Email: stl@bellw.com.
Program Chair: Christopher W. Fraser, AT&T Bell Laboratories, Room 2C-444, 60 Mountain Avenue, Murray Hill, NJ 07974-0634; phone (908) 582-3509.
Email: cwi@research.att.com.
Local Arrangements Chair: Stan Osbome, Computer Science Department, San Francisco State University, 1600 Holloway Avenue, San Francisco, CA 94132; phone (415) 338-1268.
Email: stan@cs.sfsu.edu.

Date: June 17 - 19
Title: 4th International Conference on Software Engineering and Knowledge Engineering
Location: Calt. Italy.
Acronym: SEKE 92
Sponsor: Univ. of Salerno, Univ. of Naples, CRITI, Univ. of Pittsburgh, SWIFT.
Contact: S.K. Chang, Dep. of Comp. Sci., Univ. of Pittsburgh, Pittsburgh, PA 15260; (412) 624-8432.
Email: chang@pitt.edu.

Date: June 18 - 20
Title: 18th International Workshop on Graph-Theoretic Concepts in Computer Science
Location: Weisbaden-Neuord, Germany.
Sponsor: Jacques Wogang, Goethe Univ.
Contact: Ernst W. Mayr, J.W. Goethe Univ., Theoretische Informatik, Robert-Mayr-Str. 11-15, W-6000 Frankfurt am Main, Germany; Tel: +49 69 798325.
Email: mayr@t11nformatik.uni-frankfurt.de.

Date: June 19 - 20
Title: Workshop on Partial Evaluation and Semantics-Based Program Manipulation
Sponsor: ACM SIGPLAN
Location: San Francisco, CA, USA.
Contact: General and program chair: Charles Consol, Department of Computer Science, Yale University, 51 Prospect Street, New Haven, CT 06520, USA.
Email: consol@ya@le.yale.edu.
Local Arrangements: Stan Osbome.
Email: stan@cs.yale.edu.

Date: June 20 - 21
Title: Workshop on ML and its Applications
Sponsor: ACM SIGPLAN
Location: San Francisco, CA, USA.
Contact: Program Chair: Peter Lee, School of Computer Science, Carnegie Mellon University, 5000 Forbes Avenue, Pittsburgh, PA 15213-3600, phone (412) 268-3014.
Email: Peter.Lee@cmu.edu.
General Chair: David MacQueen, AT&T Bell Laboratories, Room XC-322, 600 Mountain Avenue, Murray Hill, NJ 07974.
Email: macqueen@research.att.com.

Date: June 21
Title: Workshop on Continuations
Sponsor: ACM SIGPLAN
Location: San Francisco, CA, USA.
Paper Submission Details: Olivier Danvy, Department of Computing and Information Sciences, Kansas State University, Manhattan, KS 66502, USA.
General and program chair: Olivier Danvy.
Email: danvy@cs.kan.su.edu.
Or: Carolyn L. Talbot.
Email: cdt@csail.stanford.edu.

Date: June 21
Title: Workshop on Continuations
Sponsor: ACM SIGPLAN
Location: San Francisco, CA, USA.
Date: June 19-24
Title: 1992 ACM Conference on Liep and Functional Programming
Location: San Francisco, CA, USA.
Contact: General Chair: Jon L. White, Lucent, Inc., 700 Laurel Street, Menlo Park, CA 94025, tel: 415-320-6400, x5314.
Email: jon@lucent.com
Email: will@cs.uoregon.edu

Date: June 22 - 25
Title: 7th Annual IEEE Conference on Structure in Complexity Theory
Location: Boston, MA, USA.
Sponsor: IEEE
Contact: T. Long, Dept. of Comp. Sc., New Mexico Univ., Box 3001, Dept 3CU, Las Cruces, NM 88003-0001.
Email: long@nmsu.edu.

Date: June 22 - 25
Title: 7th Annual IEEE Symposium on Logic in Computer Science
Location: Santa Cruz, California, USA.
Acronym: LICS
Email: lics92@cis.upenn.edu

Date: June 25 - 26
Title: Thirtteenth International Conference on Application and Theory of Petri Nets and Petri Nets Tutorial 22 - 23 June
Location: Sheffield, England.
Contact: Kurn Tjensen, Computer Science Department, Aarhus University, Ny Munkegade, Bldg. 540, DK-8000 Aarhus C, Denmark, tel +45 86 12 71 88, fax +45 86 13 57 25, telnet 4476@auai.aau.dk.
Email: kjensen@cm.aau.dk
Or: Conference Services, Sheffield City Polytechnic, 36 Collegegate Crescent, Sheffield S10 2BP, England, tel: +44 742 322 576, fax: +44 742 322 579.

Date: June 25 - 30
Title: Software Reliability workshops.
Location: Denver, USA.
Sponsor: IEEE REL 92.
Contact: Rich Karch, Storage Tech. Corp., 2270 S. 88th St, MS 2286, Louisville, CO 80028, tel: (303) 673-6223, fax: (303) 673-3353.

Date: June 29 - July 3
Title: Fourth Workshop on Computer-Aided Verification
Location: Montreal, Quebec, Canada.
Contact: G. v. Bochmann, Université de Montréal, Department of ORIO, C.P. 6128, Succ A, Montreal, Quebec H3C 3J7, Canada.
Email: bochmann@iro.umontreal.ca

Date: June 29 - July 3
Title: Sixth European Conference on Object-Oriented Programming
Location: Aarhus, Denmark.
Acronym: OOPSLA
Contact: Ole Lehmann Maier, Comp. Sci. Dept., Aarhus Univ., Ny Munkegade, DK-8000 Aarhus C, Denmark; Tel: +45 86 13 57 25. Fax: +45 86 13 57 75.
Email: olemaier@cs.aau.dk

Date: June 29 - July 3
Title: 2nd International Conference on The Mathematics of Program Construction
Location: Oxford, UK.
Contact: Carroll Morgan & Jim Woodcock, Programming Research Group, 11 Keble Road, Oxford OX1 3QD, UK; Tel: +44 865 273840.
Email: carroll@prg.ox.ac.uk
Or: jmw@prg.ox.ac.uk

Date: June 7 - 10
Title: Workshop on Fault-Tolerant Parallel and Distributed Systems
Location: Antwerp, Mass., USA.
Contact: N.K. Bish, Dept. of Electrical Engineering, Princeton Univ., Princeton, NJ 08544; Tel: (609) 258-1794.
Email: jha@see.princeton.edu

Date: July 8 - 10
Title: International Symposium on Fault-Tolerant Computing
Acronym: FTCS 22
Location: The Lafayette Hotel, Boston, MA, USA.
Sponsor: IEEE Computer Society, University of Massachusetts.
Contact: Prof. Dhiraj K. Pradhan, Conference Chairman, Electrical and Computer Engineering Dept., University of Massachusetts, Amherst, MA 01003; Tel: (413) 545-0160, Fax: (413) 545-4611.
Email: pradhan@ecs.umass.edu

Date: July 8 - 10
Title: Third Scandinavian Workshop on Algorithmic Theory
Acronym: SWAT92
Location: University of Helsinki, Finland.
Contact: Prof. Esko Ukkonen, Department of Computer Science, University of Helsinki, Teollisuuskatu 24, SF-00100 Helsinki, Finland; tel: +358-0-7084172, fax: +358-0-7084441.
Email: swat92@helsinki.fi

Date: July 12 - 17
Title: Conference on Logic Programming and Automated Reasoning
Location: St. Petersburg, Russia.
Acronym: LPAR'92
Contact: A. Voronkov, ERCI, Aristide's 17, D-W 1800 München 81, Germany.
<table>
<thead>
<tr>
<th>Date</th>
<th>Title</th>
<th>Location</th>
<th>Sponsor</th>
<th>Contact</th>
<th>Email</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 27 - 29</td>
<td>International Symposium on Symbolic Algebraic Computation</td>
<td>Pittsburgh, USA</td>
<td>SIGSAM</td>
<td>Robert Daley, University of Pittsburgh, PA 15260; Tel: (412) 624-5950</td>
<td><a href="mailto:rdaley@pitt.edu">rdaley@pitt.edu</a></td>
</tr>
<tr>
<td>July 27 - 29</td>
<td>5th Annual Workshop on Computational Learning Theory</td>
<td>Pittsburgh, USA</td>
<td>SIGACT and SIGART</td>
<td>Robert Daley, University of Pittsburgh, PA 15260; Tel: (412) 624-5950</td>
<td><a href="mailto:rdaley@pitt.edu">rdaley@pitt.edu</a></td>
</tr>
<tr>
<td>August 8 - 12</td>
<td>International Summer School on Program Design Calculi</td>
<td>Marktoberdorf, Germany</td>
<td>Institut f/ür Informatik, Technische Universität München, Summer School, PO Box 202429, 8-8000 München 2, Germany</td>
<td>August 10 - 12</td>
<td>Twelve Annual ACM Symposium on Principles of Distributed Computing</td>
</tr>
<tr>
<td>August 24 - 27</td>
<td>Third International Conference on Concurrency Theory</td>
<td>Stony Brook, New York, USA</td>
<td>CONCUR '92</td>
<td>S. A. Smolka, Department of Computer Science, SUNY at Stony Brook, Stony Brook, NY 11794, USA; Tel: +1 516 632 8343, Fax: +1 516 632 8343</td>
<td><a href="mailto:smolka@cs.sunysb.edu">smolka@cs.sunysb.edu</a></td>
</tr>
<tr>
<td>August 24 - 28</td>
<td>Seventeenth International Symposium on Mathematical Foundations of Computer Science</td>
<td>Prague, Czechoslovakia</td>
<td>MPCS'92</td>
<td>MPCS'92 OC Secretary, Milena ZethamlovÁ, Agency Action M, Kazanská 1426, 101 00 Prague 10, Czechoslovakia</td>
<td><a href="mailto:mpcs92@mcp.slu.cz">mpcs92@mcp.slu.cz</a></td>
</tr>
</tbody>
</table>
Title: Sib Symposium OD
Date: December 16 - 18
Location: Nagoya, Japan.
Acronym: SIB.
Sponsors: ACM SIGACT, EATCS.
Contact: Katsu Iwama, Dept. of Computer Science and Communication Engineering, Kyushu University, Hakoishi, Higashi ku, Fukuoka, 812, Japan.
Email: iwama@cs.kyushu-u.ac.jp

Date: October 25 - 27
Title: 1993 Symposium on Foundations of Computer Science
Location: Pittsburgh, Pennsylvania, USA.
Acronym: FOCS'93.
Contact: Gary Miller, School of Computer Science, Carnegie Mellon University, Pittsburgh, PA 15213-3800, USA.
Email: gtmiller@cs.cmu.edu

Date: October 28 - 30
Title: 3rd Eurographics Workshop on Object-Oriented Graphics
Location: Switzerland.
Contact: Eurographics Workshop on Object-Oriented Graphics, Centre Univ. d'Informatique, 12 rue du Lac, CH-1207, Geneva, Switzerland, Tel: 41 (22) 787 65 85, Fax: 41 (22) 755 39 05.
Email: cegw@link.unige.ch

Date: October 28 - 30
Title: 4th Italian Conference on Theoretical Computer Science
Location: L'Aquila, Italy.
Sponsor: Italian Chapter of EATCS.
Contact: Prof. Mario Venturini Zilli, Dip. di Matematica Pure ed Applicata, Universita' di L'Aquila, Via Vetoio, 67100 Coppito, L'Aquila, Italy.

Date: November 9 - 12
Title: Conference on Software Maintenance
Location: Orlando, Florida.
Contact: Dan Card, Computer Sciences Corporation, Systems Sciences Division, 4061 Powder Mill Road, Calverton, MD 20705, tel: (301) 572-3815, fax: (301) 572-7902.
Email: dkc@cs.cmu.edu

Date: November 9 - 13
Title: 1993 Joint International Conference and Symposium on Logic Programming
Location: Ramada Renaissance Hotel, Washington, D.C., USA.
Sponsor: The Association for Logic Programming.
Contact: Prof. Krzysztof R. Apt, Program Chair, CWI, Kruislaan 413, 1098 SJ Amsterdam, The Netherlands, fax: (+31-20) 592-4199.
Email: apri@cw.nl

Date: November 23 - 25
Title: European Symposium on Research in Computer Security
Acronym: ESORICS 92.
Location: Toulouse, France.
Sponsor: APECET.
Contact: APECET, 156 Boulevard Mme, 75017 Paris, France.
Email: desware@sas.fr

Date: December 1 - 4
Title: Fourth IEEE Symposium on Parallel and Distributed Processing
Location: Dallas, Texas, USA.
Contact: Mikhail Aatiab, Department of Computer Science, Purdue University, West Lafayette, IN 47907, tel: (317) 494-3653.
Email: mj@cs.purdue.edu

Date: December 9 - 11
Title: 5th Symposium on Software Development Environments
Location: Washington DC, USA.
Contact: Herbert Weber, Fachbereich Informatik, Univ. of Dortmund, Buerenstrasse 201, 4400 Dortmund 50, Germany.

Date: December 15 - 18
Title: Third Annual International Symposium on Algorithms and Computation
Location: Nagoya, Japan.
Acronym: ISAAC 92.
Sponsors: ACM SIGACT, EATCS.
Contact: Katsu Iwama, Dept. of Computer Science and Communication Engineering, Kyushu University, Hakoishi, Higashi ku, Fukuoka, 812, Japan.
Email: iwama@cs.kyushu-u.ac.jp

Date: April 13 - 17
Title: TAPSOF'T 93 (CAAF FASE Advanced Seminar)
Location: Orlando, Florida.
Sponsor: Program Chair of FASE.
Contact: Prof. Jean-Pierre Jouannaud, TAPSOFT 93, LRI, Batiment 490, Universite Paris XI, 91420 Orsay, France, tel: 33 1 69 41 65 86.
Email: tapsoft93@lri.fr or jouannaud@mapxau.bor.fr
Or: APECET, 156 Blvd Pereire, 75017 Paris, fax: 33 1 42 67 93 12.

Date: June 14 - 17
Title: The Fifth Asian Logic Conference
Location: National University of Singapore, Republic of Singapore.
Contact: The 5th ACLC, Department of Mathematics, National University of Singapore, Singapore 0511, Republic of Singapore.
Email: matlogic@nuscc.rutgers.edu OR matlogic@nus.mathematik.net

Date: June 27 - 29
Title: The 14th International Conference on Application and Theory of Petri Nets
Location: Lisbon, Portugal.
Acronym: PETRI-NET 93.
Contact: Prof. J. Misztal, Dept. of EKCS (m/c 154), Univ. of Illinois at Chicago, P.O. Box 448, Chicago, IL 60680, USA.
Email: pnt93@tibcernet.edu

Date: July 5 - 9
Title: 20th International Colloquium on Automata, Languages, and Programming
Location: Lund, Sweden.
Acronym: ICALP 93.
Contact: Prof. Rolf Karlsson, Department of Computer Science, Lund University, S-221 00 Lund, Sweden.
Email: jcs@knu.edu.1th.ac

Date: February 25 - 27
Title: 10th Symposium on Theoretical Aspects of Computer Science '93 Congress Centres
Location: Wurzburg, Germany.
Acronym: STACS 93.
Sponsors: GI, APECET.
Contact: Prof. Dr. Klaus W. Wagner, Lehrstuhl fur Theoretische Informatik, Universitat Wurzburg, Am Examenplatz 1, 8700 Wurzburg, Germany, phone: +49-931-8878 10 stacs@informatik.uni-wuerzburg.de
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