Some Draft notes

D. M. Gabbay

Suppose we sre given s datlf-s; P containing declarative information sbout
some subject matter. For:oxnnple, P may contsin all the rules and
requirements for a college.?egroe and all the relevant information about
the teachers and studentl: " Another oxample for P is the rules and
regulations of the Btiti:ﬁ'N.tionallty Act. We want to query this
database. If A is the guery, v? symbolically write:

P1TA
to show that we ask A of P,
An example of such s qno:tion'ls:

Can Mr, Smith hecomeua Btiti;h Citizen?
An expert Human Agent will look et all the rules and data of the database
P, including the data telniigg to Mr. Smith, and then come out with an
answor, A
The answer is given after n;;e serious deliberation whic£ involves various
logical pripciples of xeu:o;ing and search strategies in manipulating the
data. -
¥e want to anslyse the logiéul principles involved and fi;d an appropriate
logical language in which qo express these principles. Furthermore, we
want to describe the princi;le: in such a way as to enable us to replace
the Human Agent (who nn:wari;thy questions) by a computer progrlnn; (Expert
System) . :
¥e can thug put our problem ép ;ollovl:

Find & suitable 1logical ﬁangunge and construct s suitsble logical

framework, such that for daéibatet P and queries A, we have:

(*) The machine gives ;he intuitively correct answer to the query A
from the database é;’in the sense that an exp?rt human being would
have given the same 1£sworl

We are assuming here thet there are some underlying general logical

principles which are invoivod in getting an answer to a query from a
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database, which are independent of the subject Qntié;
The sense in which we perceive such principles to exist will be discussed
leter, asfter we describe in the following sections the types of logical
principles involved. Only a closer look at what goes on during the process
of evaluating (answering) a query can convince the reader, we believe, that
such general principles exist.

Let us in, this section, give an apalogy which will explain what we hope to
construct,

Consider the main body of Indo-European lengnages. This body includes many
lapguages with many similarities and differences among them. One comnot
v?ite 8 gramoar which is good for all of them, simply because they are too
different. However, they do have the same type of grammar, ss compared,
for example, with Semitic lenguages, which are of a different type. These
facts are well known. People express them by saying that it is essier for
someone who knows French to study Italian or that it is difficult for
Arabic speaking students to understand English grammar.

The Indo-Enropean type of grammar has, e.g., ncasesn, nverb declentionsn,
moodalsn etc. It is possible to construct an abstract grammar which allows
in it all the phenomena found in this type of languasge, inclading all the
types of irregnlarities and exceptions which exist.

Each particular grammar of s given language, e.g. French or Italian, cen be
nslottedn into this abstract grammar.

The different expert systems correspond to the different languages.

The expert systems may reason differently. In fact, different expert
systems may use reasoning rules'vhich rely heavily on s particular
knowledge representation, which is natoral to the specific subject matter
at hand. We believe, however, that different expert systems still use
similar logicel rules, despite & wide range of differences. A top British
Petroleum executive may accept the post of general manager of I.T.V. BHe

msy have to learn the particular problems of the network etc. etc., but no
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Our perception of the notion of oxpert systems is slightly dif!orent." ‘rho' ’

.dystem must refleot the logio of the human expert in the area of:,,
3 1

appl.loauon. Changea in the human expert ways of thinking muat be eaaily/

b
e

reflected in the expert system itself, Ve give two examples to’ 1llsutrate
our point of view:

Suppose we want to replace a customs officer by our expert system which oan

decide whether to question and search an arriving passenger, After muah' ) s
R,
I the oandidat.a-, hava advanoed hotel book.tm_"

consultation, a set of guldelines, rules and tests is devised which can in C. - )

replace this custom officer (we assume here that the law zives n.mch'
oiecretion to the officer in the rield). Vihat we et is an expert s

in our sense,
109,

A clever observer Liay notice that no cne was ever questioned‘_(possibl:

tecsiuse the rules were too restrictive for fesr of conpla.ints).': Cne can

thus devise the "expert :yvstern® which seys "let everyone in, rreély"

system. is probadbly effective in 99.0¢ of the cases, It s not _en experq;
system in our sense, 3t does not reflect the reasoning of the ct.«toms
officer, A change in the humen attitude cenrot be reflected in tk}e wachine:

system,

Seek correct representation in the computer syster and not Only any
shortecut which can give correct results,

‘

Our second example is exactly the cpposite. Suppose the customs laws
really want to say: search everyone on any charter flight. Ihei',eirlim<

may object to & law sayincf‘j-‘:—{"(ef— Qﬂow 't.‘.i”:g‘t‘?_é'q

P

Thus the customs laws will probably be a complex of rules designed to '5
achieve the same effect as the single rule above, A computerise? version
of the customs rules will not be considered an expert gysten: in our senve
(we might cell 1t a rule based system) unless {t does somehow "reflect." the : ' \_\(—

true intenticns of the 1w,

z YA



We v{nt to construct an abstract logical framework which will éaacrib;.all
the }ogicnl possibilities of inference available to us and in%o whioch we
can nslot.. any particolar expert system. The field of expettfﬁyatop;:und
non~monotonic reasonming is still in an unsatisfactory state n-ihly because
we have not yet recognised the reasoning principles involved ‘id thq:ﬁ;ys
in which they can be nsed.
In fact, people are not aware of the strong arguments which sho! that it is
intuitiobnistic rather than clntsic;l logic which »nndet&ies hpman
ressoning. Thus all existing systems, we believe, are already ‘t a se:;ous
disnfvuntnge right st the start!! ;
The interest in our proposed research goes beyond computer :éience.. The
successful completion of this research will describe and -nul}se some- of
the principles involved in Human Reasoning, and thus be off}nndumhht;l
sand lasting value. j
The sections below describe the varions abstract logical pri;ciplés and
computational techniques involved in arriving at an answer to ; qnery.df a
database. We discuss each component in a separate section and doscrtbe our
at ew/ 2€ He 5
research objectives  the section.

The following is a schematic diagram showing the inter-relntioﬂohip 6f the

various componpents involved in giving answers to queries from ditabases.
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Block A

2 Deductive rules Resolution: . ﬁ:
Someqqnestion: of a database can be answered immediately by di;ect se:tch.
For example, to the question: ;
Is London in the UK? _ K
one can answer immediately by searching for the datum:
London is in the UK! .
¥hich may be listed in the database. Other questions may be a;;weredionly

using deductive reasoning and logic. No pure search of data 1:?-uff1cieht.

welk. J&*~fﬂ4ﬂ4

The snswer must be extracted from the database using rules.
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Colour green colour not recorded “colonr blue
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Ig we ask: Is there a sequence of the blocks which are both g?}on orfboth

non green? the answer should be yes. However, no search, blook by block,

comparing colours, will give the answer. Logic is needed herel "
Another example involving a well known logical rule is the folld;ingz
Suppose the following items are in the database:

(1) The 1ift can carry only ome person (meaning the 1lift ébllnpsos‘if

more thap one person is in the 1ift).

(2, 3) John and Mary entered the 1ift at 1200 yest&;day.
The database yields the conclusion:
(4) The 1ift collapsed at 1200 yesterday. <

Let us take the following symbolic representation:
J = John entered the 1ift at 1200 yesterday.
M = Mary entered the lift at 1200 yesterday.

C = The lift collapsed st 1200 yesterday.

v—

Then the datsbase can be tnkfn as:
(1) J and M imply C

or in symbols:

18u-c
(29) 1
(36) M

The query is:
(4%) C

or in words:
Did the 1ift collapse at 120é;yestetdly7

Any schoolboy will tell yon'%hnt the answer to this guestion is yes. The

logical rules involved are simplo and well known, Xn this case wo use the

rule of Modus Ponens, namely:

(5): If A is knowa to 1np;y B and A is given to us then deduce B.
In symbols:

(5°) [A => B], [A]}

D —— e —

(B)
Where the horizontal line ".;« means "Deduce”,
The problem involved herxe L: not of Jlogic dut of practical computation.
what manipulations shall the

Given a larxge database P s0d & query C,

computer do to obtain the snswer, for the case where the only rules

involved are deductive?

The question is similar to the solution of & chess problemp for example,

mate in 3 moves. We know whet to do from the logical (chess players) point

of view, The problem is to Qrite a good program to do it.

Programgfor checking vhether a qnoty C follows from a database 5 by

deductive rnlenV"—T do exist. They axe callod s

Method There

are books writtenm on the snbject. A well known computer language 'Prolog’
X CBaed

is based on Resolution Methgﬁs.\; Expert systems use resolution methods as

their starting pointLM AR lmm\a AAA’QQ/J) .

"m
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Y’Ui?ortunately, existing Resolution IMethods are based on the wrong logic.
They give the wrong answers in some cases, in the sense that ;hey d; not
_ 8ive the answers a human would give in these cases, Nltnrllly.}progtnnmer:
,‘muy be aware of the discrepancies. They try to compensate, t&ua.pntching

and obscuring the logic and thus errors and their amendments muitiply.

Let us see some examples of databases and queries, and see wsat s human

would reply and what resolution would reply. It is easy to poiét out where

the znult of resolution lies.

The problem is that resolution Xe—writos the database in a convenient korm

for computation. The Te-writing is logically equivalent to tSe original

according to classioal predicate logic, but is not the same in ;he logic of

human ressoning, namely, (we believe) in intuitionistic logic.::nare ie an

example:

Consider the database we know already, namely: .

asy g &w ¢

(2%) J

(3*) M

The above is written the way it is expressed in English, Resointion'vill

re-write the above as.

(1*) (pot J) or (not M) or C.

(2¢) J

(3¢) N

So instead of saying:

(1 If John and Mary entered the lift at 1200 yesterday tkbn the 1ift

collspsed at 1200 yesterday. g
Resoluntion will say:
(1#) Either John or Mary was not at the lift at 1200 ye:te?day oF‘tbe
1ift was collapsed at 1200 yesterdey. :
¥hen we ask a query C from a database, Resolotion will re:vxite the

database and C as shown above, and tries to find out whether the answer to

the query ? € is yes by 'caicelling out’ pairs of the form: (got x, x). In

the example sbove we have:

(1#) (not J) or (not M) ¢r C

(2#) J

(3#) M

The pairs
(J, not J)
(M, not M)

are cancelled out, and what remains is C. Thus the answer to C is yos,

because C was not cancelled.out.

So far, we got the corrac(-knlver. We got the same answer a human wonld

give to the query C. .

Let us now try s similar qu;ry and database and go wrongl

Let the database be

(1) J Z M->C

only,

Let the query be
[either (J -> C) or M ->0).

In words, the database say;fthnt if John and Mary were in the lift at 1200

yesterday then the 1ift collapsed.

The query essentially n:ks;

Did one of them collapse the 1ift on his own i.e,

Eitheg if John (alome) ent;;ed the 1ift at 1200 yesterday them the 1ift

collapsed or if Mary (slone) entered the 1lift at 1200 yesterdsy then the

1ift collapsed. :

The sbove query will get the.;nlvex yes, which is wrong. One may aoad both

John and Mary in the lift to have it collapse.

The answer we get in this céie is not what a Human will sanswer.

Obvioglly we need to devise. s nev method of manipulating datadbases. We

need methods bssed on the ébtrect:logic. Wo can devise resolution methods

10



which operste on -> directly without fe~writing it in terms of #gl nn& or.
Here is another example:
;It may be true.thct

(s) If John loved Jane then John married Yane

and also true that

(b) If Terry loved Judith then Terry married Judith. . 'a'
I; does not follow from (a) and (b) above that: R
(¢) Either if John loved Jane then Terry married Judith gi if Te;:&

loved Judith then John married Jane. '

No human will accept the above as a valid conclusion. Resolntiéo however,
would say yes, (c) does follow from (a) and (b). '

A perhaps wore striking example is:

(a) If John is in Paris then he is in France. 1 {
(b) If John is in London then he is in England.
{¢) Either if Jobn is in Paris then he is in England or if Joho iiaih

London then he is in France.

3 Non monotonic rulea: .
Consider the following line ot‘ reasoning:
Suppose our data is a table of charter flights to New York of the major

airlines, It has the form:

AIBLINES anmnmﬁr Liast of gharter
: n.tm:.nlmaxxnx - Llighta:

Suppose we can "see" from tfxe table that there are no charter flights to
New Yorjk on Mondays. We mea;l here that we "see" that there are no flights
at all, not that the table oontains no t‘lishta(whicb is obvioua) This 1s a
use of a D_e_f_mu_;m We r_'eanon that had there been such a flight, 1t
would have been put in the t.a.'ple!l

Of course the table may be inoomplete. but we also assume, knowing how
anxious airlines are in adv.‘erjtising their flights, that the table is
complete and there are no ruEuu at all on Monday.

Let us now see how a deduct,.ive chain of reasoning may be constructed.
Suppose the law says that a huainesaman may deduct as expenses the cost of
a flight only if he has flown British Adrvays. If, however, po direct
British Airways flight is available on the same day, then any other
airline ticket may also be deducted.

Thus the database will contain the rule:

(1) If a ticket isa Briush. Qintaya then the amount is tax deductiblg.
(2) If British Airways h.as no flight to the same destination o:vcﬁ—te
ot‘ ticket then the amount of the ticket is tax deductibdle.

Let our' database contain ehe above two rules and the table of
charterflights. If one queriag the database about whether a Monday charter
flight ticket with TWA to New‘ York is deductible, the answer should be yes,
First we search the table an‘a i’ind no British Airways charter flight to

N.Y. on Mondays. We use the ‘Default Rule to deduce that no such flight

13
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exists. Then we use the result together with rule (2) above and give.the
answer yes; the cost of the ticket is indeed tax deductible. . .
Notice that the Default Rule is a non-monotonic rule which depends on the
eurrert state of the database. It is possible that the data is wrong and a
correction may come from British Airways that indeed there is ; charter-
flight to New York on Mondays. In this case the answer will change to nQ,
the amount is not tax deductible. So in a way this rule (Derault Rule) is
a Heuristic rule, based on the assumption that there is n{ error .of
omission in the table.

The following is another example of possible reasoning from a table
Suppose the airline's telephone number is listed as 432111, This is only a
6 digit number, and i1t is obvious that a digit is missing. A hpman would
reason that the number is probably 4321111, assuming that airlgnes alﬁays
have easy to remember telephone numbers and that the digit ™1™ {§ likel} to
be missed. There is only one more possibility and that is that;the nuqSer
is 5432111, .

The above use of reasoning is very instructive, in that it appliﬁs gnlg:to
this partiqular database, namely, telephone numbers in London. We see ﬁhat
non-monotonic rules are characteristic to the database and the environqént
in which they apply whereas the deductive component is comprised;of genéral
logical rules applicable to any database.

Hﬁat happens to our claim that there are general rules of reasoningifor
expert systems? :

The answer 1is that these non-monotonic rules interact among themselves and
interact with other components of the system in certain logical ways.
These ways are general and independent of the environment. Thusair wve gpde
the ways in which rules chain, interact and are updated etc., ai'ue iﬂ;end
to do in this research, then we will have An abstract logicaﬁ'frameébfk

which will take data and the particular non-monotonic rules of -the

environment as further data, as in the schematic diagram below:

14

-- Logical frame

input data on area
of application.

input non monotonic
rules for this area
including catagories
of use.

The advantage of this framewo}k‘is that the rules can also be changed just
like the data. There oould be "grey areas"™ where depending how "strict" we
are, the answer to a quer; could be "yes®" or "no". The degree of
"strictgess“ can be put in andgthe systen will know how to respond.

We meet here two kinda of rules. Logical deductive rules and non-
monotonic, Heuristic rules. Deductive rules give answers which never
change in the face of an 1nfiov of additional positive information. If
non-monotonic rules are used to give an answer, then more detailed
information may invalidate the .answer. The additional information we are
talking about is of the forﬁ‘of more compatible details. We are pgot
dealing here with new 1nrorﬁ£§1on which preplages current data with new
(possibly contradictory) data: We shall see that there is atill a third

kind of rule, discusased in seébion 5.



L} How to use negation:

We are idealing here with a logically difficult concept. When a.~. human is
dsked a question ? A and answers ng to the question, there are compl-'e;r
logical prineiples involved in arriving at the answer. The ansu;}' no d'oe,s

not mean the same in different contexts. There are several differant

negations involved and the final answer fo is a result of some complex“

combinations of these negations. We shall indicate how we pr:opose:tb
analyse negation in this research, by listing the main types of n'égatioq:;.
The use of negation in expert systems is further complicated by . the t‘g':ct:
that a full logically correct treatment of negation causes a combinatio‘a;a.l
explosion. Thus one cannot_hope to work with negation on a gcomput‘;i-
witnout taking shortcuts, and it 18 our job to make sure t!‘iat these
shorteuts are logically sound. This is the first time (in the '_course"'o'f‘
the description of this research so far) that we have to make ".logica'l.‘_: -
concessions" owing to practical computational limitations, The 'fchallu_’g':e
is, of course, to improve performance while still reCaininé logical
control. This is an area where there is the greatest tempta'.tion for

"hacking” and act hoc heuristics, and where there is the greatest,fdanger.of

logical errors.

We start by arousing the reader's suspicions of the notion of "negati'qﬁ.

Suppose we ask the Council whether we can get permission tci do some,

alterations in our house roof. Suppose the answer we get is Just;’ the wo'r‘i:l
ng. This will never satisfy us. We would want to know why not (i.e. .b‘y
what process uas’the answer ng arrived at), and even further, we:may waht
to consult other authorities. ‘ -

The reader may think that there is a body of specialised knouledg‘e: involifgd

here and by asking for details on "why not", we are trying to learn mor;e_.

This is not the main reason, We claim that what we want to know is "wbat

kind of po is involved”. Let us take a simplerexample. Suppose’ we ask a

travei agent whether there is a charter flight to Timbuktu on Monday
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January 1st? The agent says !ng A rational being will ask further how
come not?, and if one {is olew;p.'r, one would ask another travel agent. No
one will be surprised if thq' other travel agent does find a flight to
Timbuktu. :

We have the following logical _ﬁypes of negation,

AL Negatdion as default .

This.type of negation follows the understanding that if the information is
not listed positively then it is negative. Examples of this are abundant.
Any list of the winners 1mp1'_1~es that the names not on the list are the
losers. A contract specifying the allowed uses of a hired computer implies
that any use not specifically 'ﬁentiomd is forbidden.

B:  MNegation as inconaistefey:

We also answer pno to quesf.‘iona because if we say yes then we get
undesirable results, This is 'a' dynamic sort of negation.

Taking up the example of the ;iired computer, one may have a general clause
in the contract, allowing the t.:se of the computer in any way desired, as
long as the computer is not pr;ysically damaged. In this case many possible
uses may be forbidden if they :;are thought to lead to physical damage. This
use of negation assumes that there are things we do not want to have true
and we s;:y no to anything which may make them true.

Another example of this sort of negation is probadbly any general guidelines
such as environment conservation laws. They do not specify what is allowed
or forbidden to do but any single proposal is checked for its potential for
environmental damage.

This negation is rather complicated logically and needs to be carefully
studied. The problem 1is th;t what we do not want depends on what we
already have. In other words, if P is the current database, (describing
what is true now, before the mjxt new information comes in) and if N 1s the
set of data, which we mm sant Lo become Lrue, then N depends on P, and

thus what Qe may negate now, v§ may not negate tomorrow.
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For e’xample, we may not want to work on Sundays, and thus will"reject' ény
contré.ct which may include work on Sundays, but if our expense:,.a 1ner§'aiae
’substa_nti.ally then we may be willing to work on Sundays. ' S
[ sStrong negation

Sometimes we have that some data is specifiically negated. For é:xample,'lv:ve
find written on medical bottles, "not for internal use" or posters likei."'Do
not step on the grass" etc. This we call strong negatioh, becan.{se it .:do_es
not depend on any additional assumptions or information and doesi’not chgﬁée
in time,

D Informative negation

Thia type of negation is very common. It is not really negatiox.: but a way
of giving additional information, which is contrary to what_(me w(_;yld
expect. It thus depends on and assumes a context. When we say "the t;:ain
did not leave on time", we are adding a positive piece of informgtion, that,
the train was late. Had we not volunteered this information, +the he.ar'er-
would have assumed that the train had left on time. Thus we sa;y not A'i'to
convey the information that contrary to what one may expect (nahely thgt A
is true) we have that A is pot true. ’

E Negation as failure ]

The notion of negation as failure is more a combinatorial cou'i_putatiom;
notion than a logical one. It resembles default negation in the..--.sense ?h;t
we negate A if we fail to affirm A. The difference between lfhe two.’.is
whether we perceive the notion of failure logically or computatiénally. . We
illustrate the difference through an example. I
Suppose we go to a chemist and ask for some medicine. The cler‘l’_k woulé go
and look for it. If he cannot find it, he will say that he doé"s not 'il;a-ve
it. We may accept this pno at face value as negation by defaul_"t.. If one
cannot find it then one does not have it. Suppose now that itiis obvious
to us that this particular clerk is new to the shop and is t‘urtheru'zqre

clearly incompetent. We have the feeling that the medicine L;l there and
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the clerk simply does not kx%ow where to look. The pno in this case is
negation by failure - the faij;ure of the search to produce an anawer yas.
It is a computational ne. :

In general when we have an ;xpert system searching for an answer and it
fails, it is computationally v;:pry practical and convenient to say no. This
is the use of negation as rﬁlw& This use depends on the. partiocular
search fnethoda. It may not be logically sound. Rephrasing our query a bit
differently, may result in the succeas of the computation, because it may
g0 along a different path. This the same question may get "yes" or "no" as
answers, depending on the mani:;r of asking.

Negation as failure has a ser;c;ua conceptual disadvantage. We are saying
no because we fall to say m So our no does not follow from some
constructive (or destructi'\r“e) active knowledge, but from lack of

knowledge.

The other negations negate from some sort of knowledge. Even negation by

.derault, uses the positive assumption that the database was carefully

organised, and so if a datum is not there, then it must be negated.

Certainly strong negation, or negation as ingconsistency, involve some

positive action on our part, in the process of negating.

The lack of positive "action” in negation as failure surfaces wheﬁ negation
1ntgraccs with the quantifiers. Suppose we ask:

Is there someone not allou'ed to enter the Science Museum?
In symbols:

7 3 x not Alx)

[ Bx means there exists an x such that)
The problem is that we want to 4knov not only that there is someone but also
we want to get a name of sucr}' a person. We would like a more specific
answer like John, e.g.

not A(John)

negation as failure cannot supply such a name, while other negations may be

20



able to do that, for example, negation as inconsistency is a positive
notion’. it says no because it can "show" we get things we don't want to

‘get. The process of "showing™ will yield some names.

A

We saw that there are several notiona of negation used in a complex
interwoven way when dealing with data. The logic involved is yet to be
ana],ﬂjed. Negation plays a ceatral role in any expert system.

Its use is further complicated by the fact that computationally it causes a

combinatorial explosion.
We hope to find a logically aognd and correct notion of negation for use in

expert systems. We will also iry to find logically correct combinatorial

shortcuts for practical impleméntation.

The logical analysis of negation, if possidle, is of immense theoretiocal
and practical value in many 'rields.' not only computer science., It is
1nheren£1y computati'onally complex. It causes combinatorial explosion
owing to its logical naturoz‘ and not because of poor implementation.
Psychologists testing human rq;action time to logical queries found that the

presence of negation causes co;nplexity to go up one ‘level higher.
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5 Logical chains and control structures in Logic:

In the prévi‘ous three sections we have met three types of logical entities .-

involved in the process of reasoning from a database. These were:
(a) The deductive rules, the underlying logic.
(b) The non-monotonic rules, which can be regarded as addi;ional

Heuristic rules, characteristic to the specific subject mattér.

(c) The use of negative information.

The above indicated and described only the types of rules involved. .-‘ If we

want a working logical framework which can successfully extract information

from a database, we must indicate how these rules are used successively,

i.e. how to form chain deductions. We need to specify how to obtain more o

information from the database using some rules and then continue and use
the other rules and the extra information just obtained to answer our

query.. This chaining is common to any process of reasoning.

So imagine a system with a database P and one step rules R1, R2, R3.z w. Of -

different types which can be used to extract more information from the
database. 1If there are no restrictions and no special controls we can

extract information in the following typical way:

D1 E1

+ D2 + E2 + ceeses
D3 E3

data Py

additional additional data .
data obtained obtained by applying
by applying any any one step rule
one step rule on on Pp. Call the
Py. Call the enlarged data Py !

enlarged data P,

In practice the model above is too simple, What i3 not immed;ately .
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appareant is the amount of cont{-ol and common sense we exercise when we use
chain reasoning in everyday 1;‘;'9. This control must be logically analysed
and the principles incorporated into the system.

There u'-e several types of cohtrols on the successive use of the rules.
Some of them are of logical hature and some are Specific to the subject
matter, Here are some typicalfsimple control restrictions:

We may restrict the use of a rule R1 only to certain situations. In the
Nationgity Act, for example‘. the rules of Passing on citizenship to one's
children depend on which rule, was used in acquiring such citizenship, So
we may use rule R1 to show that Mary's father is a British citizen. Rule
R1 may say how to naturalise and we use it to show that Mary's father has
naturalised. Rule R2 may sa& that Mary herself can become a British
citizenj if her father is a: British oitizen, provided the father's
citizenship 1s not because of i}ule R1.,

In other words Htu-y can beoomé‘ a citizen only if her father was a British
eitizen through birth in UR, b|'n: not through naturalization. (SA‘-{KC&P‘F’-}
The above 1is a "logical" oof_:trol, where the "logie" is that of the
Nationality Act. We may give ;fcontrols having to do with efficiency, e.g.
when either rule R1 or R2 can be applied, we apply R1 first, because
whatever we may get using R1 will make things more efficient for R2.

Some restrictions on the ua"e. of the rules are given by the logical
necessity of trying to make the'rules mean logically what they are supposed
to mean. This is especially true with begation rules. Negation rules are
always restricted and tightly controlled, because of the complex mature of
negation7

It is not a matter of et‘t‘iciendy. but a matter of making the system work
correctly. A typical restriction is the order in which the rules may be
applied.,‘i'and priorities among tr;em. '

Another ‘example of Heuristic ‘control may be that, when aearching; for

example,‘ror 8 good cheap flight to the east coast of the USA, it is more
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cThoAEAEEL U L00K 4L Dajor cicles first and then airlines and rlngts
rather than airlines first and only then look at which cities théy fly té.
Some ‘of the above types of restrictions on the rules do not &resent«gny
* logic;l problems, beyond possibly the choice of a good framework in wh@ch
these restrictions can be expressed. There are however more subéie
problems which require further logical analysis, 'l )
The way the rules for negation interact with the éther.rules Lg mainlfia
problem of logic, but.as we have seen in the last section, we may have?to
approximate the rules for negation, in order to avoid comﬁinator;al
explosion. This must be done correctly. Furthermore, the ﬁse of dén
monotonic rules together with negation is a major problem in-iny expé}t
system. The way in whiéh the problem presents itself is in the queationtbr

how to modify our thinking, when a conclusion A which follows from a

database is found in reality to be false. - Obviously something has gone

wrong. But what do we exactly learn from this additional informétion?(?lLo %QJ&#&-

To be more specific, suppose we have the following sequence of dqguction,'

database ; Al A2 A3 AY
P R 2 A .
; .
/s /
7 /
/7 /
B/
R2 R3
v’/,
R4
T E
(1) E is arrived at by applying rule R4 to C and D.
(2) C was obtained from Al of the database using R2.
(3) D was obtained from B and A4 using R3.
' 25

(&) Ad is in the database but B is pot in the database. B was obtained
from A2 and A3 using ;ula R1,

This is a typical situation. . Suppose we check and find that E is false.

How do we modify our deductions in view of this additional information?

Consider the story of the yellow Roll's Royce (RR), which gives rise to the

reasoning structure of the diagram,

Jones's Rolls Royce has a -Smith wakes us at 3.30 RR is reported
special alarm system. It in the morning hearing stolen by Jones,
switches on when the car ~his car alarm on. Smith at Hampstead.
is broken into. Ir lives at Hampstead way.

neutralised, a secondary
alarm switches on in 15
minutes, switching lights
on and off ete. eto.

Whenthelsecond alarm is -
neutralised, it cuts the i RR stolen
engine. about 3.30
at night.
A hit and run
accident at M1
The RR alarm cannot be . near the north
neutralised while the car fs ' circular road
woving. It is impossible . near Hendon
to drive with the alarm on. occurs around
N 4 O'clock in
the morning. A
/ RR is involved
The above RR

is involved in
the hit and run

— accident,

The RR was abandoned very
shortly after the aceident.
Maybe the alarm caused the
accident.

Notice that the only "observables" in this deduction is the database itself
and the fact whether the abandonsd RR is found or not.
Fagt AS: No RR is found.

Our problem is now to try and rethink and examine our deduction, and more
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importantly, try to modify and improve our reasoning. At first -glance \;e
may think that this is a very specialised example, and that n§ general
princ;ples of reasoning can be involved. We may believe it.hat ea;h
'practical example has its own special characteristies and "logic",
Hov)ever, this is not the case. The police in this example will take soxiie
action which is typical to any reasoning situation, '
(a) They will make sure the search for RR is exhaustive. In logica.‘_l_’
terms, this means that they verify that t.he negation {(no RR is
found) is negation of default and not negation by f‘a.iluref-' ‘
(b) They will re-check the weakestbassumptions in the chain o't'
reasoning. In this case they'll probably check how does Smith kné@:
that it was 3 6‘elock? Was his alarm clock correct? How does he
know it was his car he heard? Maybe it was the RR's fir;t alarm..
(e) Maybe Jones knew about Smith's hearing an alarm. Maybe ‘Jones g9t
into his RR and triggered his alarm by mistake. He saw Smith come
to check his car but kept away. Jones himself was 1nvol§ed in the
hit and run accident and this is his way of getting awa;, with 1’;,
by reporting his car stolen, forgetting, or not understanding, tl}l.e
nature of his secondary alarm. :
(d) Is there another story in the database about Jones whicfg arousq;
our suspicions? I
(e) We make a note about Jones' credibility, for future reference!
There seems to be some general principles involved:
(1) With each item A in the database, we associate a "check'ing" rul;
which says:
When you doubt the truth of A, recheck items B1 Bk to con_rip;, A
(2) Each rule R giving x from y; ... yy» is accompanied by an 1nver:ae
rule of doubt, which says that if x is not observed, then th';s
casts doubt about the rule R and about y1 .., yn, and s"'ome oth;i‘

data. Most importantly, this rule of doubt will recommend that \;e
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try to observe other related facts and the rule will tell us how to
act on the results, .
(3) The system must remember for future use that R is a doubtful rule,
and perhaps use a meagwe of "uncertainty” on rules and data.
The reader may have noticed that the above principles, (1) - (3) are
different from the reasoning principles we have discussed so far. The
difference is that they involve Actlons! Take rule (2) for example. We
start with a "static" databasé, containing a certain amount of data. On
the basis of these data weireason that conclusion C follows. So far
everyting is static, no actit‘;n is taken. C however, can be observed, and
tested, and so we go aghead and check C. We find that C is not true. We
add not C to the database. We can now apply the non monotonic reasoning
rules to the new database and" get new conclusions., The situation could be
no different from adding an); new data to the database and applying the
rules, But here we do more,. we ask for more data, we ask to obsorvev
related facts and act upon thgm' (maybe even modifying our rules).
There is no reason why we should allow Agtiong in rules only when things
seem wrong, We can 1ncorpor;tg actions into rules right from the start,
and have rules like:
Lar won't start
check headlights
check electrical system .
or more direct actions like:
The carburetor ia flooded
Depress accelerator to fibor while starting.
Rules like the above make the database and the reasoning process more
active, more like a Human Agent. We thus modify our perception of non-
monotonic rules to be as follows: .

On the basis of A1, .. , An, check the additional data B1, ... , Bk and on

the basis of what is found, Eaae by case, deduce the following Ct, .. , Cw
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Here 1is an example:

On the basis of A check B1, B2. If B1 is true and B2 false dedgce c1., "If
‘B1 is true and B2 1s also true, deduce C2, Otherwise this rule is not
applicable.

The rule may have only the following form:

If A check B and add the result to the database.

The apove makes the inference machine interactive with the user. It

behaves more like a Human Agent in the sense that it may answer a question

with a question.
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Methods of chaining of rules and for rule control are in the core of any
expert system,
Some rules and chaining of rules bave to do with the specific subject

matter, others deal with negation and non-monotonic'updating.

We hope to find the logical features involved in chaining and control and
build the correct natural framework for dealing with them. We will
especially pay attention to how the framework reacts to uncertainty

sl
(section 9), as this is a major problem in expert systems.

Chaining and control rules can be very speciric' to the subject matter of
the database. It is in this éection, that our hypothesis of the existence
of a background logic for all reasoning from expert systems will be tested.
We believe that although the chaining and control rules may be very
different in different systems, the updating ané! rethinking principles are
very similar. Furthermore, there may be commbn principles having to do
with handling uncertainty. .

We also believe that we will find at least several large logical groupings
of t);pes of expert system, even if we will not be able to find a common
denominator for all expert systems.

Present day expert systems seem to be successful without analysing the
process of chain reasoning (beyond single step rules) at all. They rely on
their ability to handle sheer bulk of information. In fact, some
(e.g. Professor Feigenbaum) hold the view that chain reasoning is not of
main importance. Their argument stresses the meégre results one gets fronm
attempted Resolution reasoning in Artit’licial Int.elligence. We have already
discussed these methods and their limitation, ' and we propose to remedy
that. We are looking for a framework which, ir successful, will push

expert systems to the next step up the ladder of evolution.
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7: Bypothetical and counterfactual Reasoning

We ex;;;ain aur problem via an example. Suppose the government is
interested in raising the educational level in elementary schools in
socially deprived areas. The difficulty the government faces is that good
school ‘.V;teacher‘-s are reluctant to teach in such schools. To counter that,
the gof‘ernmen.t. offers some inducements and fringe benefits.

These include;

(a) Téacher; in such schools do not have to have a full university degree
to rec;;..ve tk_z'_e full salary and benefits of degree holdera. They should [be
good té_hchers with good experience. For example, missionary nuns with some
experie'-bce will be considered as qualified teachers with an M.A degree,
(b) Teachers with an M. A degree who teach in such schools, will have
their seniority increased by 10 years, and provided they teach a minimum of
two yaars 1n:such a school, they can also count this seniority towards
their 'inetiroment. Thus a qualified teacher with a degree of M.A. and
senior#ty 18 years can teach 2 years in such a school and retire with
senior:[.;ty and:_ pension of 30 years.

These t‘?enerit-'a were introduced to attract good teachers to such schools.
The above rules are reasonable in any environment with serious social
probleqs. The rules are counterfactual. They say that under certain
conditj.:‘ons, e.g. that Miss Smith teaches in a deprived children's school,
the computer computes certain predicates such as the salary seniority of
Miss s.m1th, :»not according to the real data in the database, but by
pretending that the data were different.

Laws o? this "form occur in many other areas, for example in the British
nationality Aet. To decide if a child born in the UK is a British citizen,
we look at th; status of the father. If the i‘ather is dead at the time of
birth."_f:put had he been alive he could have been naturalised, then the law

says that the"child is a citizen
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Counterfactual Reasoning takes the following form:

Ihe database P nex datum: auery:
datum B
datum C G
(to pretend to
replace A)
datum A

In the presence of B in the database, bretend A is not in ch; dataﬁgse,
pretend C is in the database and then compute the answer to query G.

The problem we are faced with 1s that of logical control. If we prétend
that A is not in the da't.abase, and we add C to the database we may have a
contradiction. Yet, we intend to compute the goal G without being worried,
and apparently we intuitively know how to steer away from t.roubie. Toft"take
the British Nationality Act as an example, to check whether the c.hild":is a
citizen today, we check the status of the father. If the father dJ:Qd 3
years ago, we pretend the father has not died and check whether he t:'lould
have been able to naturalise today. If the answer is yes we a'ay that the
child is a éitiien. If not, we say the child is not a citizen. =

It may be the case that in order for a person to naturalise, "the. person
oust have filed all his yearly tax reports. The father, bei:;g dead, .f‘i.led
no reports. Clearly the computer is not supposed to say, sorry, the f.;a.ther
couldn't bave naturalised because there is no record of apy Lincomej' tax
reports., A human would know intuitively what is relevant and u.hat is not.
We see that there is a lot more to this counterfactual ”preteqding"::than
the simple addition and deletion of information, and our task is to tf;gure
out its logical properties! :

To give a more extreme example, consider the case of Miss Smith, t;h!i' nun,
She has no degree, but does have some teacﬁing experience. She is acc;pted

. as a teacher in this special school, She 1s 43 years old. The computer,
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following the rules laid down before, considered Miss Smith as a qualified
teacher with an M.A. degree, aged 43, Miss Smith taught for 2 years and
exp}essed her wish to retire. The computer, when seeing the data of a 43
year old teacher with an M.A (that is what the computer 1is supposed to
seel) used the second rule, a.dded 10 years to Miss Smith's seniority, and

replied that indeed her age is 55 and she could retirel
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8 Dealing with ocontradictory information, consistency and integrity

of databases: 4
The Americans are very much worried these days about computer i;nforme'tion
and technology falling into the hands of the Soviets. As paz;;: of t;:e:l.r
security measures, they have instructed the C.LA to keep detailed files on
any computer scientist making contact with major British or Amer_iean
companjes. For individuals in Britain, both the C.I.A and F.B.Ivco-ope‘:rate
in their files and databases concerning these individuals. ;

In the case of Professor X, an unfortunate discrepency has occurred. . The

F.B.I had his address as Stanford University, California, and the C.LAv: had

his address as Imperial College, London. When the two da'tapases were .

joined together, the union contained contradictory information. The
computer, using classical logic resolution (the same inadequa:te tot;i of
reasoning discussed in section 2), inferred that Professor X was-'none other
than Public Enemy No 1, because in classical logic a contradictilon implies
the truth of any statement. .

There are several points of principle involved here. First, classical
logic does not deal with contradictions correctly. Althéugh 1_t is
logically correct to infer from the above contradiction that Professor X is
Public Enemy No 1, it is clearly an incorrect step in terms of hylxman
reasoning. More importantly, Professor X's address is comple;,tely
irrelevant to the question of whether he is Public Enemy No 1. or not.i

Intui’tionistic logic, the logic we propose to use in the solution of the
problems mentioned in the previous sections, is equally useless for".our
problems in this section. Intuitionistic logic would make thei’game
inference as classical logic and also conclude that Professor X is Public

Enemy No 1.

A second point of principle involved is simply the question of what to do

B

with the contradiction itself. What do we do when we, have "two

contradictory items of information in the database. Do we choose one of
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them? How do we make the choice? Do we leave them in and find a way
"around" them?

A third point is more practical. The C.I.A agent may investigate
Professor X and find the charge the computer made to be ridiculous. :I'hey
may suspect that there is a contradiction in the database but how to find
it? Generally the contradiction may involve several steps of reasoning and
may not be as blatant as in the case of Professor x,{ We may have several
simple and innocent looking data items and some very reasconable rules which
together give the wrong answers, but ‘no single item is to blame. How do we
debug owr system in this case? '
The problem of dealing with contradictions is a difficult one. We believe
a solution for better ilandling of contradictions can be found by looking
closely at the ways humans deal with them. Upon reflection we arrived lat
the following principles to be taken as a first attempt at a solution.

(1) We do not share the view that contradictions in a database are a
"bad" thing, and should be avoided at all costs. Contradictory

information seems to be part ol our lives, and sometimes we even prefer

' ambiguities and irreconciladle views. We must therefore seek logicsal

principles which will allow for contradictions in the same way that we
humans allow for them, and possibly even make contradictions useful.

(2) Humans seem to intuitively grasp that some information is more
relevant than other information. The notion of relevance should be
developed and used.

(3) There seems to be a hierarchy of rules involved here. Rulesa of the
form "When contradictory information is received about A - do B" seemed to
be used constantly. ‘I'hege are meta~rules, i.e. rules about rules. Full
exploitation of these rules require our database language to be able to
talk about itself. This requirement we have met also in previous sectgons,

and we shall develop such & language.
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(4) f¥ever throw anything out of the database. Always keep an open dind
that although A is rejected now (because of new information contradicting
it}, it may become useful again. Perhaps some uncertainty values my be
" attached to all data items. We will have to check this point of view.if
(s) Despite everything we do, although we may give various'heuri;tic
rules dealing with contradictory information, there will always remaiq'~ the
possibility of two contradictory items of equal reliability and equal
relevance and equal standing concerning which there will be no way of
deciding which of the two items is the correct one. In this case, w?:can

_ :
only wait and be suspicious of ahy computation involving them, fTQZ.X
C/ia C/c-};Av4\1AA.<§tl4SA_ ‘o

. / . :
Wl c (,aAAA.x/,ﬁ'Vt

/S

i

s e e
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We described the problems associated with contradictory information in a
database. By cgntradietory we mean not anly logically contradictory but
that the database doeaAnot satisfy some conditions it is supposed to
satisfy, The main problem is how tg'traoe and eliminate the cauae; of
contradictions. Our view 1is different from the current view that
contradictions are "bad™ We think that they are an essential part of life

and perhaps can even be made useful.

A system for maintaining consistency of database based mainly on the
notions of relevence, and hierarchy of rules, allowing for cotradictioas to
be present in the system and enabling the user to make use of

contradictions.

Contradictions are a "useful thing " to have!
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9 Dealing with uncertainty
Uncerf:aiznty arises in databases and reasoning with databases through._‘the
following reasons:
A Lack of confidence in the data and rules
We may be uncertain about the dats and the rules governing them. fn a
medical database for example, results of medical tests may be é‘nly
partially conclusive, and so one may find it useful to enter a datum wi{h a
certainty number between 0 and 1. Alternatively, one mEy assfgn a
confidence interval for the datum. 'nul.xs A may be entered in the data.base
as: }
A: 0.61
or as:
4: (0.4, 0.8)
Ahother area of uncertainty of this type, is uncertainty in the reasoping
rules, especially the non monotonic ones. It may be that from A weﬁcan
deduce B only with confidence 0.75 or confidence interval [o0.%, 0.7].. so
the rules will be written as: :
From A deduce B: 0.75
or as:
| From A deduce B: [0.4, 0.7).
Examples (Kulikowski)
(1} If the starter is making odd noises the probability of aﬁbad
starter is 0.75,
or equivalently:
If the starter is making odd noises the probability of a good starter is
0.25. .
(2) If a car has a bad starter then the starter will make odd noise‘; in
0.87 of the cases. .

The above probabilities may be given by a car mechanic.
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We can have another rule:
(3) The probability of a bad starter (when a car won't start) is 0.02
' (before looking at any specific symptoms).

The 2% was arrived at by looking at how many cars are at repair shops with

starter problems relative to the total number of cars in pepair shopa.,

Here is a fourth rule, directly measured, to complete the picture.

(%) The probability of a normal starter making odd noises is 0.07.

There are problems with such models:

(1) It 1is not clear what thease nunbers mean. How does one get them,
and how doea one update them? '

For instance, in the aboyg example, if we use rules (2), (3), (4) amd use

Bayes's formula to comﬁute probability (bad starter gives odd noises), we

get 0.202 and not 0.25 as predicted by the expert.

We see here that the probabilities or uncertainty numbers people give do

not always match.

(2) One has to figure out the correct int.vuir.ilve way in which the
uncertainty numbers propagate through the system. If Ai have
uncertainty xi and a deductién is used through rules Rj whose
uncérea.inty is yJ, to give an answer to a query ?G, then what is
the uncertainty in G ?

Does it depend on the computation path?

Does it depend on the order the rules are used?

(3) A If G is now measured and found false or is known to be true with a
high confidence number, how do we update our confidence numbers and
rules? Can we let the system "learn” automatically?

Sys;:ems used in practice usually fail on the updating and chaining of

pumbers. 0dd results arise. Different computation paths get different

nunbers, to the extent that the numbers become meaningless,

Expert Systems have had great success with one step predictions. That is

data Al is entered with certainty factors and one step rules of the form
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C if D1 and ... and Dk
are a%so entered with a certainty number. The system can predict, on the
Pasis of the Ai which C is most likely.
‘Since the use of confidence numbers seens problematic, researchers
developed special logics, called fuzzy logics, or many valued logices.
These logics can be described and studied in a normal way like any other
logic. They offer more hope of integration into our general framework. It
is possible to construet a fuzzy intuitionistic like logic and use it
fruitfully.
B Uncertainty ardsing from incopsistency
We have met with this phenomenon before, in the section on inconaistency.
If ve have conflicting information then although we may decide to ignore
one item and thus avoid contradiction, we still bear inr mind that we may be
wrong and keep.a watchful eye for more evidence. We do not have to
associate numbers with data and rules, but just mark them as doubtful or
very doubtful. It is important to figure out how this system interacts
with updating and how it can be integrated with part A of this section. In
other words, what is the meaning of "contradiction" and doubt, in a system
with confidence numbers.
< lncertainty due to lack of information or a simplified model
This is a simple case where the real model is causal but uncertainty is
iatroduced because we do not know about it. If C is caused by A and B then
we can write the rules:

C if A and B.
If we don't know about A we will have to write:

C if B: 0.6
wher010.6 is the frequency with which A appears.
It may be of interest to examine the thesis ﬁhat all cases of uncertainty

can be explained away by hidden unknown factors.
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To explain what we want to do, wé first look at an example.
Consider the axiom system with eu& axioms u& rules listed below:
Axioms

(1) A <> (B=~>a)

(2) (A=>B) => ((B=>C) => (A =>C))

(3) (1B <>7T4) > (a->B)

(8) ((A=>"1a) => A) => 1 (7 is not)

Aule modus ponens

A, A->B

B

The above axiom system forces the logic to be a fuzzy logile, with 3 valyes,
True, false and nodiun..

It is the well known logic L3 of Lukasiewitz. Similarly one can write
axioms and rules to make the logic fuzzy with an infinite number of values.
Classiocal logic can be obtained by varying the axioms. Intuitionistio

logic can also be obtained by varying the axioms. See the end of

Appendix 1.

The following can be shown (D, Scott):

Many valued logics (i.e. fuzzy logic) are just like any other logic, and
can be described using axioms and rules in a framework which is not fuzzy
at all but has the two values, truth and falsity.

The implications of the above to our plans are considerable. We do not
need unoertainty numbers in order to desaribe uncertainty. We ocan achieve
the effeot by choosing the correct reasoning rules!

We don't expect to do everything by reasoning rules. We believe ;hlc

reasoning rules and modalities like gartain, in some doubt, yery doubtful,
false can achieve the desired effect.
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