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Google for law

Doctrine was created in 2016

Challenges

- volu m e of da t a  - >  sea r ch

- h et er ogen eit y

- dom ain  sp ecificit y



Product overview



“ And whereas we have consented to the said period being so brought to 

an end and to the exercise of such right of presentation now we hereby 

declare that the said period shall come to an end on the date hereof and 

that the said vacancy in the said Benefice of Ansdell and Fairhaven Saint 

Paul in Our said Diocese of Blackburn may thereupon be filled. ”

Legalese

Source: Golden Bull Award

Language
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Can be achieved with

- improved ranking

- algorithm selection

- feature design & dataset creation

- improved query understanding

- user intent classification & question answering

- automatic filters

- improved document understanding

- segmentation

- language models and summarization

Better search quality
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Unlocks many solutions

- text matching — synonyms

- relevance ranking — segmentation

- salient fact identification (axioms, conclusions…)

- reference detection (e.g. to civil law articles)

- search filter on text part

Towards improved document understanding
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A french court decision is generally structured following these sections:

● Metadata («  En - t êt e  »  in  Fren ch ): cou r t ,  n u m ber , da t e , e t c.,  o f t h e t r ia l.

● Parties («  Pa r t ies  »  in  Fren ch ): in form at ion  abou t  t h e cla im an t s  an d  defen dan t s

● Composition of the court («  Com pos it ion  de la  cou r  »  in  Fren ch )

● Facts («  Fa it s  »  in  Fren ch ): wh a t  h ap pen ed?

● Pleas in law and main arguments («  Moyen s  »  in  Fren ch ): a rgu m en t s  p r esen t ed  by 

t h e cla im an t  an d  defen dan t .

● Grounds («  Mot ifs  »  in  Fren ch ): r eason s  an d  a rgu m en t s  u sed  by t h e cou r t

● Operative part of the judgment («  Disp os it if »  in  Fren ch ): fin a l decis ion

French court decisions



Unfortunately, there is no mandatory guideline on how to 

r e lease  a  cou r t  decis ion .

Cou r t s  m ay u se:

● d iffer en t  s t yles  in  t erm  of wr it in g

● d iffer en t  s t yles  in  t erm  of organ is in g  t h e docu m en t s

● a ll sect ion s  from  p reviou s  s lide , or  a  su bset

French court decisions



The French Court of Appeal usually has a very unified way of 

wr it in g: ~ 55 %  h ave exp licit  t it les  for  t h eir  ca t egor ies

Extracted from https://www.doctrine.fr/d/CA/Orleans/2007/SKDD824CCFE8D8D9D93128.

Facts

French Court of Appeal

https://www.doctrine.fr/d/CA/Orleans/2007/SKDD824CCFE8D8D9D93128


First approach: pattern recognition



For the remaining 45 %, it’s more difficult...

Extracted from 
https://www.doctrine.fr/d/CA/Metz/2015/RAC1261A1563690C06B77

Motivations for a more complex model

https://www.doctrine.fr/d/CA/Metz/2015/RAC1261A1563690C06B77


How would an algorithm 
au t om at ica lly iden t ify lega l 
sect ion s  ?
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To complete this task, a human being would take advantage of:

1. Th e vocabu la ry u sed

2. Th e order  of t h e  p a r agrap h s

Information needed



1. Th e vocabu la ry u sed

Not always so obvious ,  leg is la t ion  r efer en ces  in  bot h ...

- >  s t an dard  ap p roach es  

(BoW - TF- IDF) 

en cod in gs  performed 

poorly

Information needed



1. Th e order  of t h e  p a r agrap h s

● Metadata

● Parties

● Composition of the court

● Facts

● Pleas in law and main arguments

● Grounds

● Operative part of the judgment

- >  sequ en t ia l 

in form at ion  is  

im p or t an t

Information needed



Looks like Named Entity Recognition... at paragraph scale.

Wit h  LSTM /  CRF,  we cap t u r e in form at ion  from

● p aragraph  in h eren t  p rop er t ies

● p aragraph  con t ext  ( t h e n eigh borh ood  gives  in s igh t s  on  t h e label)

[1] Neu ra l Arch it ect u res  for  Nam ed  En t it y Recogn it ion . Lam p le, Ba lles t eros , Su bram an ian , Kawakam i, Dyer . 

NAACL 20 16 .

Modeling



● Find labeled data from structured decisions with titles

● Rem ove t it les

● Ass ign  each  p a r agr ap h  t o  it s  cor r esp on d in g label (y)

● y ∈ [0 , 6 ]

- >  Supervised classification 

Dataset 



Modeling: paragraph embedding



Modeling: paragraph embedding

source: A structured self-attentive sentence embedding

https://arxiv.org/pdf/1703.03130.pdf


Modeling: entire architecture



Modeling: entire architecture



end-to-end training

Modeling: entire architecture
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● Trained on 20.000 decisions

Results



bi - LSTM ou t p er form s  m ean  bu t  is  m ore com p u t a t ion  h u n gry



CRF outperforms softmax for the same computation cost 



Attention brings a few points for a low computation cost



On the 45% in com p let e  t ab le  of con t en t s  of Cou r t  of 

Ap p ea l decis ion s , we n ow m an age t o  get  90% complete

on es  wit h  t h is  ap p roach

Product outcome



Modeling errors



Further work

- better paragraphs / sentences splitting

- one of the tag is very rare, doesn’t perform well

- play with optimizers, dropout, …

- try different architectures ?



Paragraph classification: article by Doctrine

Blog post

https://medium.com/doctrine/structuring-legal-documents-with-deep-learning-4ad9b03fb19


Thanks



Additional data

Copyright © Doctrine - Confidential



CRF enables to watch transition

probabilities :

● Each  class  fo llowed  by it se lf

● Met ada t a  - >  Par t ies

● Met ada t a  - >  Com p os it ion

● Low triangle part: green

● High triangle part: red

Transition matrix



Attention impact



Attention impact 
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