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Responding to a File Request

Can we streamline this process?



Suggesting Content to Share –
Decomposing the Problem

Find Requested File

Request 
for File?

Display 
Suggestions

Create Query from 
Message

Execute Search 
with Query

Focus for this presentation



Learning to Create Queries from Email Messages
• Problem: Query Term Extraction and Ranking

• Related work:
• Query construction for searching for Prior Art from Patent 

Applications [Xue and Croft, 2009; Cetintas and Si, 2012]
• Verbose query simplification [Bendersky and Croft, 2008, Xue

et al. 2010]
• Keyword extraction from documents

• Approach:
• Generate an initial set of candidates with high TF-IDF
• Train a discriminative model to rerank candidate 

terms



Labelled Data Anyone?
We need request emails paired with “good queries” to train and evaluate Query 
Ranking components
There is no such thing as a good query in absolute.
Query quality depends inherently on the Search engine it is sent to. A query is good 
if, when issued to a given Search engine, it retrieves the desired entity “close to the 
top”

Distant Supervision



Query Ranker Training - Ideal M2Q Learning Cycle 
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Generate 
many 

candidate 
queries for 
each email

Execute all 
candidate 
queries to 

Search 
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Query Ranker Training

Approximate with “Silver Queries”. Upfront, before training begins:

Heavy, but it is done only 
once
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Query Ranker Training - M2Q as Learning to Rank

Rank Candidate 
Queries
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- Slightly Weaker Guidance 
from Silver Queries

+ Much faster!
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Proxy Problem
Given an incoming request message, find a 
previous message in the same mailbox that 
has the relevant item attached (if file) or 
included inline (if URL).

35-40% of attachments/inline mentions are 
already present in the sender mailbox.

From: Van Gysel et al. 2017



CNN Architecture

a transition document from Initech

Concatenated 
embeddings 
(d=128) of 

2L+1 context 
words 

Auxiliary features of 
current term 

Two fully connected 
layers with softplus
non-linearities (512 
hidden units each)

Ranking score for 
term “document” ……

Ranking score of 
special “End-of-
Ranking” symbol

Initech

transition

EOR

David

…

Normalization constantRequest message

Ranking score for 
term “Initech”



Model Features

• Word Embeddings:
• Learned during training
• Alternatively: pre-initialized using 

GloVe
• Auxiliary features:

• POS features
• Message features
• Collection Statistics

From: Van Gysel et al. 2017



Training Loss

From: Van Gysel et al. 2017

For each training sample, the reference distribution is 
uniform over all distinct terms in the Silver Query, 
leaving out a constant mass for the EOR symbol

First Loss term: cross-entropy 
with reference distribution

Second Loss term: calibration 
of EOR score

Regularization term

Batch uniformly 
sampled.

Samples weighted by 
score of Silver Query



Experimental Data and Setup
• Data:

• Avocado:
• The Avocado collection is a public data 

set that consists of emails taken from 
279 custodians of a defunct 
information technology company

• PIE: 
• Internal Microsoft email obtained 

through an employee participation 
program

• Cross-validation
• Train on corpus A and Test on corpus B
• 95/5 Train/Development split

• Search:
• Indri

(https://www.lemurproject.org/indri/)
• Query Likelihood Model with Dirichlet

smoothing

Files or URLs

From: Van Gysel et al. 2017

https://www.lemurproject.org/indri/


Experimental Results

From: Van Gysel et al. 2017

Using the whole 
subject is a strong 

baseline

RankSVM with the 
same features does 

not do well

Our CNN beats the baseline, 
significantly… but not by much



Responding to a Request Tomorrow
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