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About the Organisers

Ingo Frommholz is a Reader in Data Science at the University of Wolverhampton.
His research interests include interactive Information Retrieval and Digital
Libraries, for example DB+IR integration, Bibliometric-enhanced IR and
quantum-inspired IR models. He received his PhD in 2008 from the University of
Duisburg-Essen in Germany in on the topic of probabilistic, logic-based models for
annotation-based retrieval.

Jochen L Leidner FRGS is the Professor of Explainable and Responsible Artificial

Intelligence at Coburg University of Applied Sciences and a Visiting Professor of

Data Analytics at the University of Sheffield. His research areas include NLP, IR

and applied Machine Learning. He holds an MA in computational linguistics,

English language and linguistics and computer science from

Friedrich-Alexander-Universität Erlangen-Nuremberg, an MPhil in computer

speech, text and internet technology from the University of Cambridge and a PhD

in Informatics from the University of Edinburgh.
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Schedule and Agenda

3.00pm A brief introduction of IR systems evaluation – Ingo Frommholz
& Jochen Leidner

3.45pm Discussion & Lightning talks: Methods, metrics, challenges
– how do practitioners evaluate their systems so far? – all
participants

4.30pm Break
4.45pm Discussion/Breakout Groups: Evaluation in “real-world” envi-

ronments — all participants
5.30pm Discussion of results/wrap up – all participants
6.00pm Closing
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Why Do We Evaluate?1

To answer questions such as:

• What should I do to improve the quality of my system?

• What works well, what doesn’t?

• Which retrieval model give me the best results?

• Which system/search engine is better?

• Which system should I buy?

• How is ‘quality’ defined?

• How can I measure quality?

1Inspired by the lecture notes of Norbert Fuhr’s Information Retrieval lecture
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Evaluation Characteristics

• Reliability
• Reproducibility
• Sufficient documentation
• Representative datasets (documents and users)
• Remove potential bias
• Open source code and data (if possible); Open Science

• Validity
• Reflect ‘real’ circumstances
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Evaluation Criteria

• Efficiency
• How quickly can a user solve a task?
• System’s response time

• Effectiveness
• Quality of results
• Information Retrieval deals with vagueness and uncertainty
• Results are rarely correct (everything retrieved is also relevant)
• Results are rarely complete (everything relevant is retrieved)
• Focus of the Cranfield Paradigm

• Satisfaction of the user with the system
• Are users happy with how the system supported their task?
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Cyril Cleverdon’s Cranfield Studies
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Retrieval Experiments, Cranfield Style [Har11] Information
Retrieval Test Collection

• A collection of documents

• A set of queries

• A set of relevance judgement
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Ranking, Recall and Precision
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Recall–Precision Graph
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Several Topics/Queries
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F-measure, Mean average Precision

F1 measure: harmonic mean of precision and recall

F1 = 2 · p · r
p + r

General Fβ score:

Fβ = (1 + β2) · p · r
(β2 · p) + r

Mean average precision (MAP) [BV05]:

1 Measure precision after each relevant document

2 Average over the precision values to get
average precision for one topic/query

3 Average over topics/queries
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System- vs user-oriented measures

• So far, these measures are used to compare entire rankings produced
by different search systems.

• They are system-oriented measures with no assumption on user
behaviour.
• Other measures are user-oriented as they make certain simple

assumptions on user behaviour.
• Seen n documents
• Seen n relevant documents
• Seen n non-relevant documents
• Seen n non-relevant documents consecutively
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Precision at n

Precision at n (P@n): Precision after looking at n
documents

• For example, Web searchers usually look at 10
documents (first page)  P@10

Mean Reciprocal Rank (MRR): Position of the first
correct (relevant) result (e.g. question answering):
Ri ranking of query qi
Nq number of queries
Scorr position of the first correct answer in the
ranking

MRR =
1

Nq

Nq∑
1

1

Scorr(Ri )

Leidner/Frommholz (BCS-IRSG) Evaluation Roundtable BCS Search Solutions 2021 19 / 46



Normalized Discounted Cumulative Gain (NDCG)

• Sometimes, relevance is non-binary (e.g., ‘not relevant’, ‘marginally
relevant’, ‘fully relevant’)  graded relevance

• Highly relevant documents at the top of the ranking should be
preferred over those at the end
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Normalized Discounted Cumulative Gain (NDCG)

• Gain vector Gi for ranking Ri

• Cumulative gain vector CGi

CGi [j ] =

{
Gi [1] if j = 1

Gi [j ] + CGi [j − 1] if j > 1

• Discounted cumulative gain vector DCGi :
taking the position j into account (discount
factor log2 j)

DCGi [j ] =

{
Gi [1] if j = 1

Gi [j]
log2 j

+ DCGi [j − 1] if j > 1
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Normalized Discounted Cumulative Gain (NDCG)

• Ideal gain vector

IGi = (3, 2, 1, 1, 1, 0, 0, 0, 0, 0)

• ICGi and IDCGi analogously

• Average over all queries to compute NDCG:

DCG [j ] =
1

Nq

Nq∑
i=1

DCGi [j ]

IDCG [j ] =
1

Nq

Nq∑
i=1

IDCGi [j ]

NDCG [j ] =
DCG [j ]

IDCG [j ]
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NDCG – Comparing Systems

• Compare NDCG curves

• Compare at a given position,
e.g., NDGC [10] analogously to
P@10

Cumulated Gain-Based Evaluation • 437

Fig. 4(a). Normalized discounted cumulated gain (nDCG) curves, binary weighting.

Fig. 4(b). Normalized discounted cumulated gain (nDCG) curves, nonbinary weighting.

lengths, the results of the statistical tests might have changed. Also, the number
of topics (20) is rather small to provide reliable results. However, even these
data illuminate the behavior of the (n)(D)CG measures.

4. DISCUSSION
The proposed measures are based on several parameters: the last rank con-
sidered, the gain values to employ, and discounting factors to apply. An ex-
perimenter needs to know which parameter values and combinations to use.
In practice, the evaluation context and scenario should suggest these values.

ACM Transactions on Information Systems, Vol. 20, No. 4, October 2002.

(Taken from [JK02])
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Some Evaluation Metrics

• Accuracy

• Precision (p)

• Recall (r)

• Fall-out (converse of Specificity)

• F-score (F-measure, converse of Effectiveness) (Fβ)

• Precision at k (P@k)

• R-precision (RPrec)

• Mean average precision (MAP)

• Mean Reciprocal Rank (MRR)

• Normalized Discounted Cumulative Gain (NDCG)

• Maximal Marginal Relevance (MMR)

• Other Metrics: bpref, GMAP, . . .

Some metrics (e.g., MRR) are controversially discussed [Fuh17; Sak20;
Fuh20].
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Precision- and Recall-oriented tasks

• Many task are precision-oriented, i.e. we seek a high precision
• Web search
• Mobile search
• Question answering

• Other tasks are recall-oriented, i.e. we seek a high recall
• Patent search for prior art (to check for novelty of an application)
• Systematic reviews
• Investigative journalism

• Real life may force you to customize the metric to use!

• E.g.: Is Precision or Recall more important for your task? (If equal,
then use F1, otherwise F0.5 or F5 may be more suitable.)
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“Hacking Your Measures” – Evaluating Structured
Document Retrieval

INEX – INitiative for the Evaluation of XML Retrieval [LÖ09]

• Find smallest component that is
highly relevant

• INEX created long discussion
threads on suitable evaluation
measures

• Specificity: Extend to which a
document component is focused
on the information need

• Exhaustivity: Extend to which
the information contained in a
document component satisfies
the information need

Book

Chapter

Section

Subsection
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Beyond Cranfield

Search is an iterative process (“berrypicking” [Bat89])

Berrypicking Model
[Bates 90]
I continuous change of information need and queries during

search
I information need cannot be satisfied by a single result set
I instead: sequence of selections and collection of pieces of

information during search
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Beyond Cranfield – Information Seeking & Searching

Task-based Information Seeking an Searching [IJ05]

322      7 Implications of the Cognitive Framework for IS&R 

measures are the traditional ones, recall and precision, or novel measures 
discussed in Sect. 4.10. In addition, one may assess the system’s efficiency
along various dimensions during IR interaction, the quality of information 
(documents) retrieved, and the quality of the search process like searcher’s 
effort (time), satisfaction, usability measures and various types of 
moves/tactics employed.

However, IR belongs to the searcher’s information seeking context 
where it is but one means of gaining access to required information. This
context provides a variety of information sources/systems and communica-
tion tools, all with different properties that may be used based on the 
seeker’s discretion and in a concerted way. The design and evaluation of 
these sources/systems and tools needs to take their joint usability, quality
of information and process into account. One may ask what is the contribu-
tion of an IR system at the end of a seeking process – over time, over seek-
ing tasks, and over seekers. Since the knowledge sources, systems and 
tools are not used in isolation they should not be designed nor evaluated int
isolation. They affect each other’s utility in context. 

Fig. 7.2. Nested contexts and evaluation criteria for task-based IS&R (extension of 
Kekäläinen and Järvelin 2002b)

An obvious counterargument is that there are too many seeking contexts
with too many possible combinations of systems and tools: The design and 
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Beyond Cranfield – Interactive IR evaluation

Borlund’s Simulated Tasks [Bor03]

• Use of realistic scenarios

• Simulated work tasks:
Simulated work task situation: After your graduation you will
be looking for a job in industry. You want information to help you
focus your future job seeking. You know it pays to know the mar-
ket. You would like to find some information about employment
patterns in industry and what kind of qualifications employers will
be looking for from future employees.

Indicative request: Find, for instance, something about future
employment trends in industry, i.e., areas of growth and decline.

• Simulated work tasks should be realistic (e.g., not “imagine you’re
the first human on Mars...”)
• However, a less relatable task may be outweighed by a topically very

interesting situation

• Taking into account situational factors (situational relevance)
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What to Evaluate?

• relevance (retrieval effectiveness) ←− most IR academics focus here

• coverage (e.g. percentage of actual user queries answerable)

• speed (throughput, responsiveness)

• user interface quality (UX)

• cost to build

• time to build

• cost to operate

• task completion time

• scalability (order of magnitude of number of docs.)

• memory requirements (transient, persistent)

• index freshness (how long before I can retrieve it)

• user’s subjective satisfaction

Leidner/Frommholz (BCS-IRSG) Evaluation Roundtable BCS Search Solutions 2021 30 / 46



Table of Contents

1 Schedule and Agenda

2 Evaluation: Why and What?

3 The Cranfield Paradigm and Some Common Metrics

4 What to Evaluate?

5 Some Common Evaluation Initiatives

6 Challenges to Practitioners

7 Where’s the User?

8 Evaluation in Industry

Leidner/Frommholz (BCS-IRSG) Evaluation Roundtable BCS Search Solutions 2021 31 / 46



Common Evaluation Initiatives

• TREC [VH99; VH05]: US DARPA funded public benchmark and
associated workshop series (1992-);

• NTCIR [SOK21]: Japanese language initiative (1999-)

• CLEF [FP19]: a European initiative of originally volunteer researchers
interested in monolingual and cross-lingual search (2000-);
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Challenges to Practitioners

• Legacy: old code-base with strange/non-standard/non-effective
evaluation metrics in use combined with a resistance to change;

• Knowledge gap: lack of skills/expertise/experience in the core team;

• Resources: no gold data available;

• Planning: evaluation was not budgeted for;

• Awareness: team consists of traditional managers and software
engineers that do not realise quantitative evaluation is a thing;

• Infrastructure: evaluation needs to be done “in vivo” as there is no
second system instance available; and

• Scaffolding: search component is deeply embedded in the overall
system and cannot be run as a batch script.

• standard evaluation metrics do not assess domain peculiarities [LC14]
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Where is the User?

• The client, customer or user should be at the centre.
• Not a single stakeholder:

• People are different (user diversity)
• People search differently
• People have different information needs (objective diversity)
• People hold different professional roles (role diversity)
• People differ with respect to skills & experiences (skill diversity)

• The user also cares about the user experience (UX)
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What is Different in Industry?

• Effectiveness is only one of many concerns (sometimes even
forgotten!)

• Functionality-oriented view (search seen as one of many functions, no
or little awareness of effectiveness issues)

• Search is often (and wrongly) considered a “solved” problem

• Frequently held developer sentiment: “Just use Elastic, Solr or
Lucene, and we’re done.”

• Developers unskilled in IR may integrate libraries with default settings
inappropriate for a given use case

• Evaluation often done online (on a running system) - A/B testing
[KL17]
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Sustained Relevance as a Priority

• Where relevance is a priority, it will be sustained after a project to
build a search function has been completed.

• It’s a process, not a project!

• Role of the relevance engineer

(Source: Amazon (DE book search, 2021-11-21))
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That’s It from Us – Over to You!

• So much for introduction; now the floor is Yours!

• This is not a tutorial, so we hope we have reminded you of some
situations in your professional lives where evaluation was hard or
missing...

• ...so now please share, discuss & have fun!

(Source: Wikimedia Commons)
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References and Further Reading

• Introduction to Information Retrieval - Evaluation (slides)
https://web.stanford.edu/class/cs276/handouts/

EvaluationNew-handout-6-per.pdf

• Online Controlled Experiments and A/B Testing
https://www.researchgate.net/profile/Ron-Kohavi/publication/

316116834_Online_Controlled_Experiments_and_AB_Testing

• Enterprise Search – Evaluation (Chapter 4 of [KH])
https://www.flax.co.uk/wp-content/uploads/2017/11/ES_book_

final_journal_version.pdf

• TREC Conferences https://trec.nist.gov

• CLEF Initiative http://www.clef-initiative.eu

• NTCIR Workshops
http://research.nii.ac.jp/ntcir/data/data-en.html
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