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Session Objectives

This session will explore how 
AI is transforming our 
industry and the 
opportunities it presents for 
audit and risk professionals.

Key success factor: Will you do 
something differently when 
you return to your office?
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1. Overview of Artificial Intelligence
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What is the Most Disruptive Technology 
Since the Internet?
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The Age of AI has Begun…

❑ “Development of AI is as 
fundamental as the creation of the 
microprocessor, the personal 
computer, the Internet, and the 
mobile phone.

❑ Entire industries will be reoriented 
around it.

❑ Businesses will distinguish 
themselves by how well they use it.”
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The phrase “artificial intelligence” 
found its origins in 1956, attributed 
to computer scientist John 
McCarthy.

Origins of Artificial Intelligence
The earliest substantial work in the field of 
artificial intelligence was done in the mid-20th 
century by the British logician and computer 
pioneer Alan Turing.
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A brief history of Generative AI …

OpenAI released
GPT-4o

13th May 2024  
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ChatGPT: Record for fastest-growing user base 
in history!



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 11

How many users of ChatGPT today?
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How many user does ChatGPT have?

12
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Of course, ChatGPT is not the only GenAI tool out there…
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Key Elements of a Good Prompt 
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PROMPTS INPUT:

Hello, I'm Jamie, an internal auditor at a major 
banking institution. Our bank is conducting a review 
of its current internal controls to ensure compliance 
with recent regulatory changes and to identify 
areas for improvement in risk management. I need 
assistance in drafting an audit report summary that 
outlines key findings and recommendations from 
the recent audit of our loan processing operations. 
An example of the kind of summary we like is the 
internal audit report from last quarter, which 
highlighted issues in the credit assessment process 
and provided clear, actionable recommendations. 
Please provide the summary in a structured format 
with headings for "Introduction," "Key Findings," 
"Recommendations," and "Conclusion." The tone 
should be formal and precise, ensuring clarity and 
professionalism, while also being direct and focused 
on actionable insights.
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• AI is a broad field encompassing any machine that can mimic human cognitive functions like learning 
and problem-solving. It's like creating machines that can think for themselves.

Artificial 
Intelligence (AI): 

• Type of AI where machines learn from data, like improving their performance on a task without 
needing explicit programming. Think of it as training a machine by showing it examples, and it gets 
better at recognizing patterns on its own.

Machine Learning: 

• Powerful subfield of ML inspired by the structure of the human brain. It uses artificial neural 
networks, which are interconnected processors that mimic how neurons work. Deep learning is 
particularly good at handling complex data like images, text, and speech.

Deep Learning

• These are advanced AI systems trained on massive amounts of text data. LLMs can communicate 
and generate human-like text, translate languages, write different kinds of creative content, and 
answer questions in an informative way.

Large Language 
Models

• This is like training a student with a teacher. You provide the machine with labelled data, where each 
piece of data has a corresponding answer or label. The machine learns to map the data to the 
correct labels, and then can predict labels for new, unseen data.

Supervised Machine 
Learning

• This is like setting a student loose to explore a library. The machine is given unlabelled data, and it 
has to find patterns or hidden structures within the data on its own. This can be useful for tasks like 
grouping similar data points together or finding anomalies in data sets.

Unsupervised 
Machine Learning

Common AI Terms
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AI is the overall goal of creating an intelligent system that can understand 
animals. Artificial Intelligence

ML is the approach of using data to train the system. Machine Learning

Deep Learning is a powerful ML technique that could be used to analyze images 
of animals and recognize different species. Deep Learning

LLM is a model that, if trained on a massive dataset of animal text descriptions, 
could write a detailed report about different animals.

Large Language 
Model

SL would involve showing the system pictures of animals labelled with their 
names, so it learns to identify them later.Supervised Learning

UL would involve giving the system a bunch of unlabeled animal pictures, and it 
might group similar looking animals together, even if it doesn't know their names. 

Unsupervised 
Learning

Example: Imagine you want your 
machine to learn about different animals
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The Core of AI: Reliable Data

❑Quality data drives AI performance 
and accuracy.

❑ Inaccurate data leads to flawed 
outcomes and decisions.

❑Reliable data enhances trust in AI 
systems.

❑Data integrity is essential for 
compliance and ethics.

❑Continuous data evaluation ensures 
ongoing effectiveness.

21
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The Power of Large Language Models

❑ ChatGPT (AI Chatbot) is built on top of OpenAI’s family of Large Language Models (LLMs)

❑ A LLM is  machine learning model engineered to comprehend, generate, and manipulate 
human-like text through a training process involving vast datasets.

❑ LLMs use neural networks, inspired by the human brain, to learn patterns from datasets, 
enabling accurate text prediction to generate relevant responses.
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In simpler terms, think of the algorithm as a 
recipe, the data as the ingredients, and the 
machine learning model as the finished dish

The algorithm dictates the steps the 
machine needs to take to process the data 
and learn from it.

The better the algorithm, the tastier (more 
accurate and effective) the machine 
learning model becomes at its specific task.

What about Algorithms?



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 24

Generative AI vs AI Agents vs Agentic AI

24

Feature Generative AI AI Agents Agentic AI

Purpose
Produces creative 
outputs such as text, 
images, music, etc.

Executes tasks and 
processes 
independently.

Exhibits goal-driven, 
adaptable 
intelligence.

Operation
Trained on data to 
generate new outputs.

Operates within 
predefined tasks and 
processes.

Responds dynamically 
to changing contexts 
and goals.

Autonomy
Limited, based on user 
prompts.

Moderate, operates 
within constraints.

High, adapts without 
explicit instructions.

Examples ChatGPT, DALL·E, Bard.
Virtual assistants like 
Siri, Alexa.

Hypothetical 
advanced AI capable 
of solving complex 
problems 
autonomously.

Key 
Characteristics

Creative, innovative 
but constrained by 
data training.

Task-oriented, 
efficient.

Reflects intelligent 
reasoning beyond 
pre-programmed 
responses.

❑ Generative AI (GenAI) 
creates new content like 
text, images, or music based 
on patterns it has learned 
from data. 

❑ AI agents are systems that 
can take actions or make 
decisions to achieve goals, 
often using tools or 
interacting with software or 
humans. 

❑ Agentic AI combines both—
it not only generates content 
but also plans, decides, and 
acts independently to 
complete complex tasks 
over time.
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January 27th, 2025. 

Could this be the biggest digital disruption of 
our time? 

25
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2. Use Cases
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Aspect End-users (Individuals and 

Professionals)

AI Developers (Enterprises and 

Governments)

Role ❑ Utilize AI tools and services to 

enhance personal activities or 

professional tasks.

❑ Design and deploy AI systems for 

commercial use or public services.

Objectives ❑ Enhance convenience, increase 

professional efficiency, and support 

informed decision-making.

❑ Solve complex problems, innovate, and 

achieve competitive or strategic 

advantages.

❑ Governments aim for societal benefits like 

public safety and compliance.

Impact ❑ Impacts include increased 

productivity, improved quality of life, 

privacy concerns, and potential job 

security issues.

❑ Economic growth, ethical standards, 

societal norms, and responsibilities 

regarding privacy, fairness, and equitable 

distribution of AI benefits.

Use Cases:
Comparison between end-users and AI developers
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Examples of Use Cases

Artificial Intelligence (AI):
• Self-driving cars use AI to navigate roads, perceive their 

surroundings, and make decisions.
• Chess-playing computers like Deep Blue use AI to analyse 

the game board and strategize moves.

Machine Learning (ML):
• Spam filters in your email use ML to learn the 

characteristics of spam emails and filter them out.
• Recommendation systems on Netflix or Amazon use ML 

to analyse your past viewing habits and suggest content 
you might like.

Deep Learning (DL):
• Facial recognition software uses deep learning to analyse 

facial features and identify people in photos or videos.
• Voice assistants like Siri or Alexa use deep learning to 

understand your voice commands and respond 
accordingly.

Large Language Models (LLMs):
• Grammar and spell checkers use LLMs to identify and 

correct errors in your writing.
• Machine translation services like Google Translate use 

LLMs to translate text from one language to another.

Supervised Machine Learning:
• Fraud detection systems in banks use supervised learning 

to analyse transactions and identify potentially fraudulent 
activity.

• Image recognition apps in smartphones use supervised 
learning to identify objects in pictures you take with your 
phone.

Unsupervised Machine Learning:
• Market basket analysis in grocery stores uses 

unsupervised learning to find patterns in customer 
purchases, like what products people often buy together.

• Customer segmentation in marketing uses unsupervised 
learning to group customers with similar characteristics 
for targeted advertising.
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AI Use Cases: Audit
❑ Fraud Detection: Identify and analyze fraudulent 

activities using AI algorithms.
❑ Risk Assessment: Evaluate and monitor risks by 

analyzing large datasets.
❑ Regulatory Compliance: Ensure adherence to 

regulations through automated compliance checks.
❑ Process Automation: Streamline audit processes 

and reduce manual tasks with AI.
❑ Anomaly Detection: Spot irregularities and 

deviations in financial transactions.
❑ Continuous Monitoring: Perform ongoing audits to 

detect issues in real-time.
❑ Report Writing: Automate the generation of audit 

reports by analyzing data and summarizing findings.

33
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AI Use Cases: Risk Management 

❑ Risk Identification: Detect and assess potential risks 
through AI-driven data analysis.

❑ Predictive Analytics: Forecast future risks and trends to 
proactively mitigate threats.

❑ Automated Monitoring: Continuously monitor risk 
indicators and alert on anomalies.

❑ Scenario Analysis: Simulate various risk scenarios and 
assess their potential impacts.

❑ Regulatory Compliance: Ensure adherence to 
regulatory requirements through automated checks.

❑ Fraud Detection: Identify and prevent fraudulent 
activities using AI algorithms.

35
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Security teams use Copilot to quickly triage and respond to security incidents. It provides step-by-
step guidance and actionable insights, helping teams remediate threats faster.Incident Response: 

Cybersecurity professionals leverage Copilot to hunt for potential threats by analyzing vast 
amounts of data and identifying suspicious activities before they cause harm.Threat Hunting: 

Copilot assists in gathering and summarizing threat intelligence from various sources, giving 
security teams a comprehensive view of the threat landscape.

Intelligence 
Gathering: 

Security staff can use Copilot to gain insights into access policies and quickly resolve access-related 
issues.

Policy Insights and 
Resolutions: 

By automating repetitive tasks, Copilot allows cybersecurity staff to focus on more strategic 
priorities, enhancing overall efficiency.

Automating Tedious 
Tasks: 

Copilot helps in building queries and analyzing suspicious scripts, making it easier for team 
members to execute technical tasks without needing deep scripting knowledge.

Building Queries and 
Analyzing Scripts: 

Security teams use Copilot to understand and manage the organization's security posture by 
identifying and prioritizing risks.

Managing Security 
Posture: 

AI Use Cases: Cybersecurity 
(using Microsoft Security Copilot as an example) 
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3. Risks and 
Challenges
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Forbes Top 15 Risks
1. Lack of Transparency

2. Bias and Discrimination

3. Privacy Concerns

4. Ethical Dilemmas

5. Security Risks

6. Concentration of Power

7. Dependence on AI

8. Job Displacement

9. Economic Inequality

10. Legal and Regulatory Challenges

11. AI Arms Race

12. Loss of Human Connection

13. Misinformation and Manipulation

14. Unintended Consequences

15. Existential Risks

39
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❑Bias Mitigation: Addressing AI biases is crucial to 
ensure fairness and equality.

❑Transparency: Openness in AI decision-making 
builds trust and accountability.

❑Privacy Protection: Safeguarding user data is 
essential for ethical AI use.

❑Responsible Deployment: Ensuring AI benefits 
society without causing harm.

❑Regulatory Compliance: Adhering to ethical 
standards and laws is non-negotiable.

Ethical Dilemmas

Proactively addressing ethical concerns, including bias, transparency, and 
privacy, is essential to develop trustworthy and responsible AI systems.
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Privacy Concerns
❑Data Collection: AI systems need personal 

data, raising consent and usage concerns.
❑Data Security: Ensuring data protection 

against breaches and unauthorized access.
❑Anonymity Risks: Anonymized data can be 

re-identified, compromising privacy.
❑Increased Surveillance: AI can lead to 

privacy invasions through tracking.
❑Bias and Discrimination: Poor data handling 

can result in biased outcomes.

41

Implementing robust data protection measures, transparent 
consent protocols, and clear policies for AI use is essential to 

safeguard privacy, ensure compliance, and maintain user trust.
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Data Leakage 
is very real!!



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 43

Bias and Discrimination

Addressing these biases is crucial 
for ensuring fairness and trust in 

AI systems

1. Gender Bias: Perpetuates gender stereotypes.
2. Racial Bias: Amplifies racial stereotypes.
3. Socioeconomic Bias: Influences decisions 

based on socioeconomic status.
4. Content Bias: Can spread misinformation 

through inaccuracies
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Misinformation and Deepfakes

1. False Information: Rapid spread of misleading 
content.

2. Trust Erosion: Undermines trust in media and 
institutions.

3. Manipulation: Used for fraud, defamation, and 
political manipulation.

4. Detection Challenges: Hard to identify and verify.
5. Ethical Concerns: Raises questions about 

responsibility and regulation.

44

Developing advanced detection tools, promoting digital literacy, and 
enforcing stringent regulations are essential to combat misinformation and 

deepfakes, safeguarding truth and trust in the digital age.
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Misinformation and Deepfakes
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Concerned Technology Giants
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AI and Copyright Issues

❑Unclear Ownership: Determining the copyright 
owner of AI-generated content is complex and 
unresolved.

❑Human Involvement: Copyright protection often 
requires significant human creative input.

❑Training Data Risks: Using copyrighted material in 
AI training can lead to infringement claims.

❑Legal Ambiguity: Existing copyright laws struggle 
to address AI's creative outputs.

❑Ethical Use: Ensuring compliance with copyright 
laws is crucial for responsible AI use.

Implementing clear policies, respecting copyright laws, and ensuring the 
ethical use of AI-generated content are essential to protect intellectual 

property and foster trust.
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AI Conversations: Copyright Infringement
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Shadow AI
❑Data Security: Unauthorized AI tools can expose 

sensitive data to external threats.
❑Compliance Violations: Use of unapproved AI can 

lead to breaches of data protection laws.
❑Intellectual Property Risks: Proprietary 

information may be inadvertently shared or 
stolen.

❑Lack of Oversight: AI tools used without IT 
approval bypass security protocols.

❑Information Integrity: Data processed by shadow 
AI may lack accuracy and reliability.

49

Implementing robust security protocols and continuous monitoring can mitigate 
the risks associated with Shadow AI, ensuring data integrity and compliance.
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Security Risks
❑Data Breaches: Unauthorized access to sensitive 

data.
❑Malware and Hacking: AI systems can be 

targeted by cyberattacks.
❑System Vulnerabilities: Exploitation of 

weaknesses in AI systems.
❑Adversarial Attacks: Manipulation of AI inputs to 

cause harmful outputs.
❑Insider Threats: Risks from within the 

organization, such as employees misusing AI 
capabilities.

50

"Implementing comprehensive cybersecurity measures, continuously monitoring 
AI systems, and training staff on security protocols are vital to mitigating security 

risks and protecting sensitive data."
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Examples of 𝗔𝗜-P𝗼𝘄𝗲𝗿𝗲𝗱A𝘁𝘁𝗮𝗰𝗸𝘀

𝗔𝗜 𝗣𝗵𝗶𝘀𝗵𝗶𝗻𝗴
𝗘𝗺𝗮𝗶𝗹𝘀

❑ AI creates 
convincing 
phishing 
emails.

❑ Automated 
attacks 

broaden 
reach.

𝗔𝘂𝘁𝗼𝗺𝗮𝘁𝗲𝗱
𝗣𝗮𝘀𝘀𝘄𝗼𝗿𝗱
𝗖𝗿𝗮𝗰𝗸𝗶𝗻𝗴

❑ AI guesses 
passwords 

quickly.

❑ It bypasses 
security such 
as CAPTCHA.

𝗗𝗲𝗲𝗽𝗳𝗮𝗸𝗲
𝗩𝗼𝗶𝗰𝗲 𝗦𝗰𝗮𝗺𝘀

❑ AI mimics 
trusted 
voices.

❑ It deceives 
employees 

into 
revealing 

data.

𝗔𝗱𝗮𝗽𝘁𝗶𝘃𝗲 𝗔𝗜
𝗠𝗮𝗹𝘄𝗮𝗿𝗲

❑ AI learns to 
bypass 

defences.

❑ Evades 
antivirus 
software.

𝗙𝗮𝗸𝗲 𝗝𝗼𝗯
𝗟𝗶𝘀𝘁𝗶𝗻𝗴𝘀

❑ AI generates 
fake job 
posts.

❑ Steals 
personal info 

from 
applicants.

𝗧𝗵𝗲 𝘂𝗻𝗰𝗼𝗺𝗳𝗼𝗿𝘁𝗮𝗯𝗹𝗲 𝗿𝗲𝗮𝗹𝗶𝘁𝘆: 𝗛𝗮𝗰𝗸𝗲𝗿𝘀 𝗮𝗿𝗲 𝘂𝘀𝗶𝗻𝗴 𝗔𝗜 𝘁𝗼 𝗮𝘁𝘁𝗮𝗰𝗸 organisations



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 52

Large Language Model Hallucination
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Role playing “Jail-breaks”
❑Susceptible to user tricking it to circumvent safeguards (described as “jailbreaks”).

❑Typically, will refuse questions that violate its content policies.

❑Jailbreaking patterns using prompt inputs are widely shared and document on social 

media.
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Will ChatGPT be taking over our jobs?
❑ Gen AI technology has the 

power to transform jobs.

❑ Can help professionals be 
more effective in executing 
tasks such as planning, 
research, and product 
development.

❑ Does not replace human 
judgment and experience, 
but it can enable 
professionals to improve 
quality and provide strategic 
insights.
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This chart from the World Economic Forum shows 
what employers expect to matter most by 2030.

So upper-right quadrant—skills that are both core 
today and expected to grow in importance:

❑ Analytical thinking
❑ Resilience, flexibility & agility
❑ Leadership & social influence
❑Motivation & self-awareness
❑ Creative thinking
❑ Systems thinking
❑ Curiosity & lifelong learning

Yes, technological literacy, AI and data skills matter 
too. But the bulk of what’s rising isn’t just technical, 
it’s about how people think, adapt, lead, and execute 
in a changing world.
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AI and Cognitive Skills

❑ As generative AI handles more cognitive 
tasks, there’s a growing risk of skill erosion, 
particularly in critical thinking, creativity, 
and decision-making.

❑ Convenience vs. Capability: AI tools are 
streamlining work but also discouraging 
active problem-solving.

❑ Reduced Mental Engagement: Routine 
reliance on AI can lead to disengagement 
from strategic thinking.

❑ Invisible Decline: Unlike physical tools, the 
erosion of mental sharpness is subtle and 
hard to detect.

The Challenge: Several studies claim that using AI harms human cognitive skills
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AI and Cognitive Skills: Call to Action

❑ Unchecked AI reliance can undermine the very skills that drive 
leadership, innovation, and resilience.

❑ Impact on Talent: Teams may become more passive and less 
innovative over time.

❑ Strategic Blind Spots: Leaders risk overvaluing speed and 
undervaluing human judgment.

Action Steps:

❑ Promote AI as an assistant, not a decision-maker.

❑ Encourage “human-in-the-loop” workflows to keep critical 
thinking active.

❑ Invest in training that reinforces core cognitive and 
leadership skills.

❑ Set expectations for thoughtful AI use—question outputs, 
don’t just accept them.

What Leaders Need To Do
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❑Reduced emissions: AI can improve energy efficiency in buildings 
and power grids, optimize transportation routes, and even 
predict and prevent environmental damage.

❑Sustainable practices: AI can help farmers use water and 
fertilizer more efficiently and even detect diseases in crops to 
minimize waste.

Positives

❑Energy consumption: Training AI models requires a lot of 
computing power, which can strain energy grids if not powered 
by renewable sources.

❑Rebound effects: AI-driven efficiency can lead to people using 
more resources, negating some of the environmental benefits.

Negatives

AI’s impact on Climate Change and Sustainability

Overall, AI has the potential to be a game-changer for 
sustainability, but it needs to be developed and used responsibly.
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4. AI Governance 



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 6060

❑ Framework for safe and responsible AI use
✓ Mitigates unintended consequences
✓ Promotes ethical deployment

❑ Aligns AI systems with laws, ethics, and values
✓ Incorporates legal and ethical standards

❑ Covers AI lifecycle: design to deployment
✓ Includes training, testing, and monitoring

❑ Ensures accountability and transparency
✓ Tracks decisions and system logic

❑ Balances innovation with risk management
✓ Encourages progress with controls in place

❑ Involves multiple stakeholders (IT, legal, execs)
✓ Governance is not just a technical issue

What is AI Governance?
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❑ Fairness – avoid bias and discrimination
✓ Test for bias in data and outcomes

❑ Transparency – explain how AI decisions are made
✓ Use interpretable models where possible

❑ Accountability – assign roles and responsibilities
✓ Document who is responsible for each stage

❑ Security & Privacy – protect data and systems
✓ Embed data minimization and encryption

❑ Reliability – ensure consistent performance
✓ Validate models under different conditions

❑ Compliance – follow laws and regulations
✓ Map AI use to legal frameworks (e.g., GDPR, AI Act)

Core Principles of AI Governance
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❑ Set clear policies and roles for AI use
✓ Define acceptable use and escalation paths

❑ Conduct impact and risk assessments
✓ Identify high-risk use cases early

❑Monitor AI systems continuously
✓ Use KPIs, alerts, and drift detection

❑ Ensure human oversight and intervention
✓ Keep humans in the loop for critical decisions

❑ Train staff on ethical AI practices
✓ Raise awareness of AI risks and obligations

❑ Regularly review and audit AI models
✓ Check for bias, performance, and compliance

Practical Implementation
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NIST 100-1 AI Risk Management Framework

❑ The NIST AI Risk Management Framework (AI RMF 1.0) provides a comprehensive, 
flexible approach to managing risks associated with artificial intelligence (AI) systems. 

❑ It aims to foster trustworthy AI by focusing on ethical, reliable, and transparent 
development and deployment practices. 

❑ The framework is organized around four key functions:
1. Govern: Establish policies, structures, and accountability mechanisms to oversee AI 

risk management effectively.
2. Map: Identify and assess the context, potential impacts, and stakeholders involved 

with AI systems.
3. Measure: Evaluate AI system performance, risks, and impacts using quantitative 

and qualitative tools.
4. Manage: Implement and refine processes to mitigate risks throughout the AI 

lifecycle.
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No. Function Description Categories

1. Govern This function establishes the 

overarching structures and 

policies for AI risk 

management.

❑ Governance Processes: Define roles, responsibilities, and accountability mechanisms.

❑ Policies and Procedures: Create policies for AI system development and use that reflect 

organizational values and ethical standards.

❑ Risk Tolerance and Prioritization: Set risk thresholds and prioritize risk management activities.

❑ Workforce Development: Train personnel to understand and manage AI risks.

2. Map This function involves 

identifying and understanding 

the risks associated with AI 

systems in their specific 

contexts.

❑ Context and Scope: Define the purpose, goals, and constraints of the AI system.

❑ Stakeholder Engagement: Identify and engage stakeholders affected by the AI system.

❑ System Interactions: Map dependencies, data flows, and integration points.

❑ Risk Identification: Recognize potential risks across technical, operational, and societal 

dimensions.

3. Measure This function focuses on 

assessing AI system 

performance, risks, and 

impacts.

❑ Performance Metrics: Develop metrics to measure AI system accuracy, efficiency, and 

robustness.

❑ Trustworthiness Metrics: Evaluate factors like fairness, bias, security, privacy, and explainability.

❑ Risk Indicators: Identify qualitative and quantitative indicators of potential risks.

❑ Testing and Validation: Conduct ongoing evaluations and stress testing to verify system 

reliability.

4. Manage This function emphasizes 

proactive and reactive 

strategies to address 

identified risks.

❑ Risk Mitigation: Implement controls to reduce or eliminate risks.

❑ Monitoring and Feedback: Continuously monitor AI system performance and risk factors.

❑ Incident Response: Establish protocols for responding to adverse AI system outcomes.

❑ Lifecycle Management: Adapt risk management approaches across the AI system lifecycle, 

including decommissioning.

NIST 100-1 AI Risk Management Framework
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ISO/IEC 42001:2023 - Information Technology -
Artificial Intelligence Management System (AIMS)

Provides guidelines for establishing, implementing, 
maintaining, and continually improving an AIMS.

❑ Purpose and Scope:

❑ Focuses on managing the risks and opportunities 
associated with AI technologies.

❑ Addresses challenges specific to AI, including ethical 
considerations, transparency, and continuous learning.

❑ Ensures responsible development and use of AI systems 
by providing a structured framework.

In summary, ISO/IEC 42001 is the world’s first AI management 
system standard, providing valuable guidance for responsible 
AI adoption and governance.
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AIMS

ISO/IEC 42001:2023

❑ Artificial Intelligence 
Management System 
(AIMS)

❑ Follows Plan-Do-Check-Act 
(PDCA)

❑ To ensure continuous 
improvement and 
effective management

Focus on planning aspects to ensure business context is clearly 
established

Understand organisational context, identifying internal and 
external issues

Demonstrate leadership and commitment, establish AI policy, 
assign R&R

Identify risks and opportunities

Provide resources, ensuring competence, raise awareness and 
communications

Establishing and managing processes

Monitor, measure, analyse and evaluate performance 

Focus on taking corrective action
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Legal landscape is changing rapidly as 
regulators and law makers around the 

globe race to keep up
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Three Distinct Approaches to Regulating AI

One single "risk-based" law to 
regulate AI systems broadly 
e.g. EU/Canada/Brazil/South Korea

Various narrow laws to regulate 
specific apps or domains of AI 
e.g. US/China

Regulator-led initiatives supported 
by frameworks and strategies
e.g. UK/Australia/Singapore/Japan



IRMA 60th Anniversary Conference 10th June 2025 Copyright CyberAdvisor.London Limited 6969

5. Auditing AI
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Governance and 
Oversight

Data Management and 
Privacy

Model Development and 
Validation

Security and Compliance

Monitoring and 
Performance

Suggested Areas to Audit

AI Auditor
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A. Governance 
and Oversight:

Review AI governance 
structures, roles, and 

responsibilities, including AI 
steering committees or 

boards.

Evaluate the adequacy of 
policies and procedures for 
AI project management, risk 

assessment, and 
stakeholder communication.

Verify the existence of 
guidelines for ethical AI 

development and usage, 
including considerations for 
bias mitigation and fairness.

B. Data 
Management 
and Privacy:

Assess data governance 
practices, data quality 

controls, and data access 
permissions for AI training 

datasets.

Review data anonymization 
or pseudonymization 

techniques used to protect 
sensitive information in AI 

models.

Evaluate compliance with 
data privacy regulations and 
guidelines in AI-generated 

content and data 
processing.

C. Model 
Development 

and Validation:

Review the process for 
developing, testing, and 
validating generative AI 

models, including algorithm 
selection, data 

preprocessing, and model 
training.

Verify the use of explainable 
AI techniques to enhance 
model interpretability and 

transparency.

Assess documentation 
practices for AI models, 

including version control, 
model validation reports, 
and change management 

logs.

Audit Focus
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D. Security 
and 

Compliance:

Evaluate cybersecurity 
controls for AI systems, 

including access controls, 
encryption methods, and 

vulnerability management.

Verify compliance with 
relevant security standards 
(e.g., ISO/IEC 27001) and 
regulatory requirements 
(e.g., GDPR, HIPAA) in AI 

implementation.

Assess the readiness of 
incident response plans 
and business continuity 
measures for AI-related 

security incidents.

E. Monitoring 
and 

Performance:

Review mechanisms for 
monitoring AI model 

performance, including 
ongoing model validation, 

drift detection, and 
accuracy assessments.

Evaluate the effectiveness 
of controls for monitoring 

AI system behaviour, 
detecting anomalies, and 

responding to 
performance issues.

Assess integration of AI 
monitoring data into 

broader IT monitoring and 
reporting frameworks.

Audit Focus (cont.)
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6. Conclusion
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❑ AI offers extraordinary possibilities 
across industries.

❑ Addressing risks is crucial for trust and 
positive user experience.

❑ Regular updates and monitoring are 
essential for AI effectiveness.

❑ Prioritizing security and privacy 
protects users and ensures 
compliance.

❑ Balancing benefits and challenges 
enables responsible and ethical AI use.

74
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Final, final thoughts…
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https://www.linkedin.com/pulse/ketchup-ai-internal-
audit-stirring-up-recipe-change-horta-soares-
vdkpf/?trackingId=vdMILixbT16tvnq1ZTlwgw%3D%3D

Bruno Horta Soares

President ISACA Lisbon Chapter 

As AI reshapes industries, how can internal audit 
transform itself to stay relevant and deliver strategic 
value?

“What will AI do to internal audit?” and “What will 
internal audit do with AI?”

“By embracing AI as both a catalyst and a tool, the 
Internal Audit profession can navigate complexity with 
confidence, balancing technological innovation with 
human judgment to secure its relevance and strategic 
impact in an ever-changing world”.

https://www.linkedin.com/pulse/ketchup-ai-internal-audit-stirring-up-recipe-change-horta-soares-vdkpf/?trackingId=vdMILixbT16tvnq1ZTlwgw%3D%3D
https://www.linkedin.com/pulse/ketchup-ai-internal-audit-stirring-up-recipe-change-horta-soares-vdkpf/?trackingId=vdMILixbT16tvnq1ZTlwgw%3D%3D
https://www.linkedin.com/pulse/ketchup-ai-internal-audit-stirring-up-recipe-change-horta-soares-vdkpf/?trackingId=vdMILixbT16tvnq1ZTlwgw%3D%3D
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Michael Yung Oct 2023

Strategic Advisor Google Cloud 

Past President ISACA China Hong Kong Chapter 
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30th November 2024 marked the 2nd anniversary of the widescale launch of ChatGPT.

❑ Early 1900s in Flint, Michigan the Durant-Dort 
Carriage Company was largest horse carriage 
manufacturer in US.

❑ About 100 km up the road in Detroit in August 
1908 the first T Model car came of the 
production line - in itself a revolution industrial 
that completely shaped the next century -
driving in an extraordinary adjustment in how 
people engaged with each other.

❑ Reports of the day were dismissive of Ford's 
efforts calling out the gentry's preference for 
what they already knew.

❑ By 1917 Durant-Dort stopped making horse 
carriages and were out of business soon 
thereafter.

Internal Audit is at its 
Durant-Dort existential 

juncture.
Let's not waste another 

moment!
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Call To Action!!

Explore and 
embrace AI and 
feel empowered 
to supercharge 
your careers!!
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Thank you!!
May the force of Artificial Intelligence be with you!!

Email: allan@internetworking4u.co.uk Linkedin:   www.linkedin.com/in/allanboardman

mailto:allan@internetworking4u.co.uk
http://www.linkedin.com/in/allanboardman
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